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Executive Summary 

Project Description and Population Served 

The Environmental and Spatial Technology (EAST) Initiative is a performance-based 
learning environment utilizing community service, project-based, service learning, integrated 
with advanced technological applications in an interdisciplinary environment where the 
intellectual and problem-solving growth of students is the focus.  The project currently serves 
190 schools in eight states (Arkansas, California, Hawaii, Illinois, Iowa, Louisiana, Mississippi 
and Pennsylvania).  At the outset of the current study (school year 2003-2004), Arkansas had 
approximately 130 EAST programs.  The majority of EAST sites in Arkansas were in high 
schools (90%), with 7% at middle schools, and another three EAST programs that were 
implemented in an elementary school or college.  Sites are spread over the predominantly rural 
state of Arkansas, with the majority in rural counties and the remainder divided roughly evenly 
between suburban and urban counties. 

 
EAST’s central concept is based on the importance of students’ responsibility for their 

own learning, with a focus on cooperative learning, interdependence, and individual 
accountability, and development of problem solving, decision-making and higher-order thinking 
skills.  The program is an elective that is intended to serve a diverse group of students, with 
diversity understood to include aptitude, academic motivation, and achievement levels, as well as 
race, gender, and economic background.  Students with special needs, gifted students, at-risk 
students, and all students in between are placed on a level playing field by being in the same 
class.  Ultimately, the goal should be to construct classes that are representative of the 
demographics of the school as a whole. 

 
The instructional model relies on teachers (known as “facilitators”) to guide and assist 

students as they pursue their projects, through which students connect with peers, faculty, 
community members, and business and university partners to identify and solve real-life 
problems.  Facilitators play an important role as guides to help students navigate project 
responsibilities and helping students in learning to learn, but they do not generally act as 
consultants or technical assistants.  The EAST classroom mirrors the modern workplace by 
providing a dynamic environment in which students with all degrees of skills, experience, and 
aptitudes work together.  Students are trained in and have access to advanced technical 
applications in architecture, animation, computer-aided drafting, database development, 3D 
design engineering, digital imagery, global positioning systems, geographical information 
systems, networking, system administration, programming, desktop publishing, digital 
filmmaking, and web development.  These applications are provided not as a program objective 
but as tools to support student projects, the experience of which fosters students’ teaming skills, 
responsibility, accountability, and personal initiative; mastering and applying basic skills and 
concepts; and creative and critical thinking skills.  

 
The EAST classroom is characterized as existing in three parallel “environments”—the 

physical environment, which should be conducive to team work, accommodating of the use of 
technological resources, and enabling students to locate necessary materials; the learning 
environment, which entails guided instruction, class management that encourages responsibility, 
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flexibility and productivity, and projects which focus on self-directed, student-centered learning, 
community service, the use of advanced applications, and teamwork and peer mentoring; and an 
environment of expectations, which provides an open and encouraging culture in which students 
learn from their mistakes and that focuses on student development rather than content delivery, 
an outlook for program achievement that looks to the future instead of simply moving from day 
to day, and student work that is monitored to ensure that it is conducted productively so that 
students can solve problems, meet project goals, and use technology appropriately to meet those 
goals. 

 
The EAST program also includes state-sponsored professional development geared 

towards providing orientation to district and school administrators, training for aspiring 
facilitators in instructional methods, program philosophies and expectations and technical 
systems administration, technology training for facilitators and students, and partnership 
conferences to disseminate and celebrate program achievements and conduct additional training 
workshops for students and facilitators. 

 
Project Goals 

The EAST evaluation involved two parallel and interdependent studies: a three year 
implementation study designed to provide insights into the variations in the implementation of 
the EAST program in different contexts throughout the state, and a two year outcomes study 
that sought to determine the impact of the initiative on participating facilitators and students by 
comparing eight schools who were randomly assigned from a larger pool of applicants to begin a 
new EAST program during the 2004-2005 school year, with a matched group of control students 
in eight schools that were assigned from the applicant pool as delayed implementation schools.  
Following are the major research questions that the EAST evaluation study sought to answer: 

 
Implementation Study—conducted in all existing EAST schools statewide throughout all 

three years of the project (2003-2006) 
 

• What recruitment strategies are being used?   
• What are the characteristics of EAST schools, students, and teachers?   
• What are the nature, quality, and intensity of training activities for EAST facilitators and 

students?   
• What are the nature, quality, and intensity of the EAST instructional practices and how 

do they differ in the various program settings?   
• What are the nature and quality of the measures currently being used to document 

program implementation?   
• What are the nature and quality of the assessments currently being used to measure 

teacher and student outcomes?   
• What are the nature and quality of participating schools’ partnerships with local industry 

and community organizations, and what factors influence these partnerships at the local 
level?   

• What are the nature, quality, and intensity of EAST parent involvement programs and 
activities?   

• What are the nature and quality of administrative support for the program?   
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• In what ways and to what extent do the EAST National Center and the ADE support 
implementation of programs and practices in the participating schools?   

• What are the nature and quality of dissemination activities offered to participating sites, 
and what is the level of participation in these activities? 

• What steps have participating schools taken to sustain EAST beyond the three-year start-
up period?   

• What are the costs associated with the EAST program? 
• What obstacles, if any, have been encountered to program implementation, and what 

steps were or can be taken to overcome these obstacles?   
 

Outcomes Study—conducted during Years 2 and 3 of the evaluation (2004-2006) at 16 
schools that were randomly assigned as new implementers (target) or delayed implementation 
(control) schools prior to the beginning of the study 
 

• What is the impact of exposure to the EAST program on students’ attitudes towards 
learning and school?  

• What is the impact of exposure to the EAST program on students’ problem solving skills 
and content knowledge in math and English language arts?  

• What is the initiative’s impact on facilitators’ attitudes towards teaching, classroom 
practices, and content knowledge?  

• What influence do additional factors, including environmental factors, participant 
demographics, training conditions, instructional practices, and varying degrees of 
program integrity, appear to have on the impact of the EAST program on student and 
teacher outcomes?   
 

Results from the Implementation Study 

Data for the implementation study were obtained from facilitator and student focus group 
interviews, principal interviews, observations of EAST classes, and on-line principal and 
facilitator surveys that were administered in the spring of each year.   

 
On the principal and facilitator surveys, schools reported using a combination of student 

recruitment and selection strategies that promoted general awareness of the program and those 
that targeted specific students.  Since casting a wide net is not sufficient to ensure diversity and 
representativeness because of self-selection, the more targeted strategies would need to have 
been used to counterbalance such selection effects (by targeting recruitment towards the students 
who would be less likely to enroll on their own) if these goals were to be achieved.  However, it 
was unclear specifically what kinds of criteria were used for the targeted strategies, and 
discrepancies between principals’ and facilitators’ responses about what criteria were used as 
well as about who had primary responsibility for student placement imply that, to the extent that 
schools were making proactive efforts to ensure diversity, it is unclear how effective these efforts 
would have been.  Comparisons of demographics of EAST students and non-EAST students in 
the same schools were conducted as part of the outcomes study and are discussed below. 

 
Surveys also asked facilitators and principals to report on their perceptions of the impact 

of program training activities.  Both groups have expressed very positive feelings about the 
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training process throughout all three years of the study.  When asked to rate the adequacy of 
EAST training for bringing their skills to the level they needed as a facilitator, facilitators 
reported that the training was best for raising their skills in the instructional methods advocated 
by EAST, and also provided favorable ratings to training they received in assessing their own 
progress in facilitating EAST.  The lowest ratings were for training in the specific technology 
applications used in the lab, for which fewer than half of respondents felt the training was at least 
adequate.  It is unclear, however, the extent to which these lower ratings reflected a problem 
with the training per se, or difficulty with the expectation of the EAST model that the facilitators 
should be able to guide students in the use of sophisticated technologies, even while having little 
or no expertise in those technologies themselves. 

 
While ratings of training support were mostly very positive, ratings of other types of 

external program supports that were obtained from both principals and facilitators were more 
mixed.  Availability of technology support, availability of funding to support participation in 
EAST training, opportunities for the facilitator to work with other EAST teachers, availability of 
support on logistics of program implementation, consistency of EAST philosophy with other 
school/district reforms, and time for facilitators to reflect on what they had learned were the 
highest rated.  However, testing policies and practices, state-mandated curriculum frameworks, 
and grading policies and practices were seen as inhibiting effective implementation by 
substantial proportions of principals and facilitators. 

 
Facilitators were more consistently positive about the support available from their school 

administrations, with large majorities agreeing that their principals supported class scheduling in 
their schools in ways that benefited the EAST program.  Principals also echoed the facilitators’ 
impressions about their willingness to provide flexibility and facilitate class scheduling.  
Principals also expressed strong agreement with almost all EAST philosophies, such as the value 
of learning in a real world context, encouraging self-directed learning, and the value of group 
work.  The only notable exception was that a small majority of principals felt that most students 
learn best in classes with students of similar abilities.  This was a somewhat surprising finding, 
given that the large majority of facilitators had said that they were supported in creating mixed-
ability classes.  Substantial majorities of principals saw EAST as integral to their school’s overall 
academic program, although larger majorities saw the EAST program as benefiting from other 
coursework than the numbers who saw EAST as providing project opportunities or developing 
skills that were applicable to other courses. 

 
Results from the Outcomes Study 

EAST classroom observations were conducted in the eight study schools in winter 2004, 
spring 2005, fall 2005, and spring 2006.  Each facilitator was observed a total of eight times, four 
times in each year.  Additional measures that were used to assess the program’s impact on 
facilitators’ fidelity to the model included the end-of-year program ratings (completed by 
consensus by the team of EAST, Inc. personnel at the end of each program year) and online 
principal and facilitator surveys.  Since the end-of-year ratings aligned, for the most part, with 
the classroom observations, ratings from the latter instrument were used as the focus for 
analyses.   In both years of the outcomes study, observations were consistently strong across 
almost all schools for physical environment; however, overall fidelity, and fidelity in educational 
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environment and in environment of expectations—as well as in the six sub-ratings within these 
two environments—were much more variable and in both years reflected programs that ranged 
from those that were still performing near the low end of the scale to those that were already 
approaching model programs. 

 
An important additional aspect of program fidelity that could not be addressed through 

classroom observations is the approach that EAST schools take to advertising and recruiting 
students for participation, and screening and placing interested students into EAST classes.  It 
should be noted that the EAST model itself does not advocate that the program is appropriate for 
everyone, so a degree of prescreening may be appropriate; but if the study schools did not 
succeed in creating classes that were representative of the school population within the 
limitations specified by the model, it might not be possible to determine whether any study 
findings are applicable to types of students for whom the program is intended but who may have 
been underrepresented in the sample.  Comments from school-based EAST staff in interviews 
and on surveys implied that there are categories of students (e.g., students with serious 
behavioral or attitude problems, “grade seekers,” and students who are accustomed to greater 
structure and more formal measures of progress) for whom some schools considered EAST to be 
less appropriate.  As in the statewide surveys for the implementation study, surveys of the 
outcome-study schools’ recruitment and screening procedures revealed a mix of strategies aimed 
at broad dissemination and those that were targeted towards specific students, but the criteria 
used for this targeting were not always clear, and the effectiveness with which criteria may have 
been implemented was called into question by the fact that most facilitators did not agree with 
their principals’ assertion that the principal played a role in recruitment and selection.  
Demographic comparisons revealed that EAST students were not representative of their non-
participating peers on several demographic variables, including race, gender, grade level, Title I 
eligibility, gifted status, and special education status. 

 
Other potentially important characteristics on which the groups might have differed but 

that were not measured included traits such as comfort with technology, self-discipline, ability to 
focus on long-term goals, and a willingness to take on responsibility, which the EAST 
developers consider necessary for EAST students to possess to at least some degree (and on 
which the EAST students would therefore not necessarily be expected to be representative of the 
school).  Traits on which the developers thought that EAST students should be representative of 
the school included the ability to work independently, leadership ability, and willingness to work 
hard (among others), as well as hindering characteristics such as disciplinary problems, not 
taking school seriously, and emotional or socialization problems.  On a Year 3 recruitment 
survey, very few schools reported that they made explicit efforts to obtain diversity on most of 
the latter characteristics.  For this reason, and since self-selection would be likely to favor 
students who possess the positive traits and to weed out students who possess the hindering 
traits, it can not be assumed that EAST classes were representative of their schools on these 
characteristics.  The EAST director has indicated that it may not be preferable, from a 
programmatic perspective, to make such recruitment issues a top priority while a program is first 
becoming established in its early years.  Nevertheless, study results must be interpreted with this 
caveat in mind. 
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Analyses were conducted to estimate the impact of EAST participation on 16 outcomes 
in the areas of academic skills, problem solving skills, motivation for school, self-directed 
learning style, and motivation to pursue further learning.  (There were differences in test and 
survey response rates by gender, grade level, and socioeconomic status, and among control 
students, by ethnicity and English proficiency; however, the resulting samples of EAST and 
control students with available outcome data remained statistically indistinguishable on most 
characteristics, and differences that did exist were modest.  Conclusions about program impact 
should therefore be valid for the types of students participating in EAST at the study schools.) 

 
Among the 16 student outcomes that were studied, analyses indicated that participation in 

EAST appears to have a positive, statistically reliable impact in five domains.  These included 
three problem solving domains (defining the characteristics of a problem, assessing the outcomes 
of a solution, and revising strategies in response to the assessment of outcomes), one motivation 
domain (motivation for school derived from accomplishment), and self-directed learning style.  
The preponderance of evidence for program effects in the area of problem solving skills seems 
consistent with one of the most central goals of EAST, and may point to a particular strength of 
the program.  Although no direct effects were found indicating an impact of the EAST program 
on students’ math and reading test scores, this is a notoriously difficult relationship to 
demonstrate.  Given the myriad of other factors that influence academic achievement and the 
limitations of standardized testing for measuring such skills, this should be taken as a failure to 
find a relationship, but certainly not as evidence that none exists.  However, the domains on 
which EAST has been shown to have an impact are widely recognized as being important for 
both academic and career success. 

 
There were a number of other factors that were found to reduce the likelihood of success 

in achieving some of these objectives, particularly coming from a low income family and 
attending an urban school, while the absence of initial skills and proclivities in many of the 
outcome areas (including motivation) would also act as a handicap.  Importantly, however, 
findings indicated that while these conditions would put a student at a disadvantage, for the most 
part they were not observed to reduce the magnitude of the impact of EAST participation.  In 
other words—in the case of motivation, for example—EAST can still be beneficial in spite of 
low initial motivation.  The one notable exception where EAST was found to have provided less 
benefit for certain students was that, while participation was found to have an impact on 
developing students’ problem evaluation skills, it only proved to be beneficial in this domain for 
students who were initially unskilled at alternative generation.  This should not be taken to mean, 
however, that students who are already skilled at alternative generation can not benefit from the 
program, since they could still benefit (at least) in the other four domains. 

 
The fact that there were almost no indications of measured characteristics which reduced 

the observed impacts of EAST further underscores the importance of involving a diversity of 
students in the program.  However, the ambiguities about the recruitment and selection 
procedures imply that schools may not be achieving this in all cases.  If that is so, the program—
at least in these newly implementing schools—might not be reaching certain groups of students 
who could benefit from the program as regularly as it might, especially those types of students 
who are less likely to seek it out.  At the same time, if there are categories of students who tend 
not to enroll in EAST, it raises the possibility that the program impacts for such students might 
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be smaller than the impacts observed in this study.  In short, if enrollment is not representative of 
the schools, it could mean that some students who could benefit may be missing out, but could 
also mean that we cannot be sure whether there might be other students who might not benefit.  
While it may be inappropriate for ADE to dictate to the schools how they should conduct their 
recruitment efforts, it is important to be aware of the implications of these procedures for 
evaluating the program. 

 
Recommendations 

The following recommendations have emerged from this study:   
 
Recommendations for the program. 
 

• The successes observed in this study provide additional reason to continue to expand the 
program.  However, because participating schools were self-selected, it should not be 
inferred that the program should be encouraged for any school who does not really want 
it. 

• While the state may not want to dictate program recruitment and selection policies, the 
importance of more proactively reaching out to populations who are less likely to seek 
out the program, especially traditionally underserved or under-represented groups, might 
be further stressed as programs mature, with an emphasis that casting a wide net is not 
sufficient to fully ensure diversity.   

• The observation rating form could serve as a useful tool for focusing discussions around 
“site health” visits. 

• Further study of program impacts could be valuable for helping to identify whether the 
skills and attitude changes that EAST develops have long-term impacts on students’ 
further education, or even on choice of career paths.   

• Further study may also be warranted in order to more closely examine the extent to which 
program benefits may be influenced by other affective student characteristics, and the 
extent to which the program may be able to help students overcome certain 
characteristics such as a lack of interest in school.  This could help further strengthen the 
value of the program by achieving a more targeted diversity, identifying and encouraging 
participation from types of students who might be shown to benefit but who traditionally 
might not apply.  Since there are likely to be a number of student characteristics that are 
relevant to success other than the demographic indicators available from school records, 
school personnel who know the students may be in the best position to identify 
appropriate candidates.  The targeted recruitment efforts that were often used by the 
schools can therefore be an effective way to accomplish this balance, as long as referring 
staff use appropriate criteria.  We agree that diversity is a laudable goal for EAST 
enrollments, but it is not clear whether this should necessarily mean that enrollment 
should be representative of the school in all cases. 

• Another potential objective for further research would be to explore the impacts of better 
established programs.  It is quite possible that programs that have had the opportunity to 
become fully established might demonstrate even stronger impacts for a larger number of 
outcomes.  
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Recommendations for replication of the evaluation methodology. 
 

• The value of development of a logic model early in the study can not be overemphasized.  
Particularly for a program such as EAST, for which adaptability and responsiveness to 
specific circumstances are among its most important distinguishing features, it is critical 
to clearly define the parameters within which this flexibility is meant to exist, both to 
help new practitioners understand what is expected of them, and to help researchers 
recognize the program that is being evaluated.  This process can be quite time consuming, 
particularly if the program design has never been explicitly laid out before, but it is in this 
very situation when it is needed the most.  It should be noted, however, that it may not be 
possible to create a written program description that is detailed enough for someone with 
no prior familiarity to implement or to evaluate the program.  It may very well be that a 
program such as EAST requires personal training from existing staff to be replicated or 
evaluated, which would have significant implications for the cost of replication. 

• Measuring program fidelity is a crucial part of program evaluation, especially when the 
programs that are being studied are in the earlier stages of implementation.  Observation 
is an important method for collecting evidence of fidelity, especially when interactions 
between students and teachers form an essential part of the model.  However, there may 
also be critical aspects of program fidelity that cannot be assessed through passive 
observation alone, especially if resources do not allow for frequent enough observations 
to obtain a representative picture of the program in a short period of time.  In such cases, 
interviews and/or surveys of site-based program staff and of monitoring staff can provide 
an invaluable complement to observation, and can also access potentially important 
factors (such as teachers’ attitudes and beliefs) that would be extremely difficult if not 
impossible to infer from observation. 

• Assessing the possibility of the existence of selection effects can be exceedingly difficult.  
It may be worth implementing additional behavioral or attitudinal measures to try to 
evaluate student characteristics that are expected to influence program outcomes, even if 
they do not represent goals of the program per se.  However, since it is presumably 
impossible to directly assess all potentially salient variables, it is equally important to 
make inferences about the likelihood of unmeasured selection effects by examining the 
procedures used to identify participants. 

• Conducting a randomized evaluation design in a public school setting is extremely 
challenging, and in some circumstances, its pitfalls can be so severe that it may not be the 
best approach.  Where the conditions exist that make it possible—most notably, the 
opportunity to randomly select schools (or classrooms) for participation, or at least to 
randomly assign applicants to participating and control conditions—there are a number of 
additional conditions that must be achieved in order to maintain the integrity of the study.  
One of the most important issues is to ensure the cooperation of participating schools—
including the control schools—throughout the study.  Possible strategies can include 
providing incentives, involving the schools in discussions about the value of the 
evaluation and in the process of designing the evaluation, providing schools with 
formative feedback throughout the study to make it more valuable, sanctioning of the 
evaluation from authorities, and laying out the obligations of participation in the 
evaluation as a condition for program participation.  Nevertheless, it is important to avoid 
making schools feel like the study is being forced down their throats, as lack of 
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cooperation can invalidate the randomization process.  This is most challenging when 
control schools are being asked to participate actively in the study.  Unless the program is 
already considered desirable and can be offered as a reward for cooperation, it might be 
best to design the study in such a way that only the most minimal involvement is required 
from control schools. 



x 

Table of Contents 

 
Table of Contents ......................................................................................................................x 
List of Tables ......................................................................................................................... xiii 
Introduction...............................................................................................................................1 

Research Context ....................................................................................................................1 
Purpose of the Research ..........................................................................................................3 

Model to be Evaluated.........................................................................................................3 
Major Research Questions ...................................................................................................9 

Years 1-3 Implementation Study............................................................................................11 
Methods ................................................................................................................................11 

Participants........................................................................................................................11 
Selection of Participating Schools..................................................................................11 
Selection of Participating Students.................................................................................12 

Measures/Instruments........................................................................................................13 
Procedures.........................................................................................................................18 

Results ..................................................................................................................................18 
Student Recruitment and Selection Strategies ....................................................................19 
Training and Orientation Activities....................................................................................21 
Program Support and Obstacles to Implementation............................................................23 

Year 2-3 Outcomes Study .......................................................................................................25 
Methods ................................................................................................................................25 

Participants........................................................................................................................25 
Selection of Experimental and Control Schools .............................................................25 
Selection of Control Students.........................................................................................29 

Measures/Instruments........................................................................................................32 
Logic Model..................................................................................................................32 
Classroom Observations ................................................................................................33 
End-of-Year Program Ratings........................................................................................45 
Student Survey ..............................................................................................................46 
Supplemental Recruitment Survey.................................................................................47 
Student Inventories ........................................................................................................49 
Iowa Tests .....................................................................................................................55 
Facilitator and Student Focus Group Interviews.............................................................56 

Procedures.........................................................................................................................56 
Results ..................................................................................................................................61 

Fidelity of Program Implementation ..................................................................................61 
EAST Classroom Observations......................................................................................61 
End-of-Year Program Ratings........................................................................................69 
Recruitment and screening procedures...........................................................................71 

Student Outcomes .............................................................................................................88 
Implications of Student Mobility and Instrument Response Rates ..................................89 
Impact of EAST on Student Skills and Content Knowledge ...........................................92 

Conclusions..............................................................................................................................95 
Limitations ..............................................................................................................................98 



xi 

Recommendations ...................................................................................................................99 
Sustainability, Capacity Building and Dissemination..........................................................102 
Bibliography..........................................................................................................................104 
Appendices ............................................................................................................................107 

Appendix I:  EAST Logic Map and Detailed Logic Model ..................................................A-1 
Appendix II:  Facilitator and Student Focus Group Interview Protocols ............................A-14 
Appendix III:  Spring 2004 Administrator Interview Protocol ...........................................A-32 
Appendix IV: Year 1 Classroom Observation Protocol & Procedure .................................A-35 
Appendix V:  On-line Principal Surveys............................................................................A-40 
Appendix VI:  On-line Facilitator Surveys ........................................................................A-73 
Appendix VII:  Principal and Facilitator Surveys of Non-Study Schools: 
 Student Recruitment and Selection ..............................................................................A-114 
Appendix VIII:  Principal and Facilitator Surveys of Non-Study Schools: 
 Staff Training Activities ..............................................................................................A-120 
Appendix IX:  Principal and Facilitator Surveys of Non-Study Schools: 
Program Support and Obstacles to Implementation .........................................................A-125 
Appendix X:  Principal and Facilitator Surveys of Non-Study Schools: Additional Data .A-137 
Appendix XI:  Statement of Commitments ......................................................................A-146 
Appendix XII:  Results of Control Group Matching for 2004-2005 School Year .............A-152 
Appendix XIII:  Demographic Comparisons of Target EAST Students  
 and Control Schools ....................................................................................................A-155 
Appendix XIV:  Outcomes Study Classroom Observation Protocol, 
 Classroom Observation Annotated Guide, Fidelity Observations Guidelines................A-159 
Appendix XV:  Pearson Correlations Among Fidelity Observation Subscales 
 Fall 2005 and Spring 2006 Observations......................................................................A-188 
Appendix XVI:  End-of-Year Program Fidelity Ratings Protocol and Guidelines ............A-189 
Appendix XVIIa:  EAST Student Survey ........................................................................A-200 
Appendix XVIIb:  Control Student Survey ......................................................................A-205 
Appendix XVIII:  2006 Supplemental Recruitment Survey .............................................A-210 
Appendix XIXa:  Fall 2005 Student Inventories –  
 Inventory of School Motivation 
 Confirmatory Factor Analyses .....................................................................................A-220 
Appendix XIXb:  Fall 2005 Student Inventories –  
 Social Problem Solving Inventory for Adolescents  
 Confirmatory Factor Analyses .....................................................................................A-226 
Appendix XX:  Demographic Comparisons 
 Target EAST Students vs. non-EAST Students in EAST Study Schools ......................A-232 
Appendix XXI:  Demographic Comparisons of Leavers and Stayers – EAST Students....A-240 
Appendix XXII:Demographic Comparisons of Respondents vs.  
 Non-Respondents – EAST Students.............................................................................A-244 
Appendix XXIII:  Demographic Comparisons of Respondents and  
 Non-Respondents – Control Students ..........................................................................A-253 
Appendix XXIV:  Demographic Comparisons of EAST and Control Students  
 among ITBS Respondents ...........................................................................................A-262 
Appendix XXV:  Demographic Comparisons of EAST and Control Students 
 Among Student Inventory Respondents .......................................................................A-266 



xii 

Appendix XXVI:  Results of Hierarchical Linear Modeling of Predictors  
 of Student Outcomes ...................................................................................................A-270 



xiii 

List of Tables 

Table 1 Demographics of Target Schools for Year 1 Implementation Study ..............................12 
Table 2 Overview of EAST Statewide Implementation Study....................................................18 
Table 3 Professional Development Activities for EAST Facilitators ..........................................22 
Table 4 Demographics of Target Schools for Year 2-3 Outcomes Study....................................28 
Table 5 Control Group Matching Criteria – Cohort 1.................................................................30 
Table 6 Control Group Matching Criteria – Cohort 2.................................................................31 
Table 7 January 2005 EAST Pilot Observations Interrater Reliability Based on Percent 

Agreement ............................................................................................................................37 
Table 8 October 2005 EAST Observations 

Interrater Reliability Based on Percent Agreement ................................................................38 
Table 9 January 2005 EAST Pilot Observations 

Interrater Reliability Based on Cohen’s Kappa ......................................................................39 
Table 10 October 2005 EAST Pilot Observations 

Interrater Reliability Based on Cohen’s Kappa ......................................................................39 
Table 11a January 2005 Pilot Observations 

Observer Consistency in % of “Don’t Know” and Missing Ratings Physical Environment ....41 
Table 11b January 2005 Pilot Observations Observer Consistency 

in % of “Don’t Know” and Missing Ratings Educational Environment .................................41 
Table 11c January 2005 Pilot Observations Observer Consistency 

in % of “Don’t Know” and Missing Ratings Environment of Expectations............................42 
Table 11d January 2005 Pilot Observations Observer Consistency 

in % of “Don’t Know” and Missing Ratings Overall Fidelity ................................................42 
Table 12a October 2005 Group Observations Observer Consistency 

in % of “Don’t Know” and Missing Ratings Physical Environment.......................................43 
Table 12b October 2005 Group Observations Observer Consistency 

in % of “Don’t Know” and Missing Ratings Educational Environment .................................43 
Table 12c October 2005 Group Observations Observer Consistency 

in % of “Don’t Know” and Missing Ratings Environment of Expectations............................44 
Table 12d October 2005 Group Observations Observer Consistency 

in % of “Don’t Know” and Missing Ratings Overall Fidelity ................................................44 
Table 13 Summary of Characteristics of the Original ISM and SPSI-A Instruments ..................51 
Table 14 Student Inventory—ISM Scales Internal Reliability Analyses.....................................53 
Table 15 Student Inventory—SPSI-A Scales Internal Reliability Analyses................................53 
Table 17 EAST Outcome Study: Outcome Variables and How They Were Measured ...............58 
Table 18a EAST Outcome Study: Student Level Explanatory Variables....................................59 
Table 18b EAST Outcome Study: School and Program Level Explanatory Variables................60 
Table 19 SY 2004-2005 Classroom Observation Forms 

Characteristics of Participating Classes and Students.............................................................62 
Table 20 SY 2004-2005 Classroom Observation Forms Summary of Ratings – All Classes ......63 
Table 21 SY 2004-2005 Classroom Observation Forms 

Summary of Ratings by Program Level.................................................................................65 
Table 22 SY 2004-2005 Classroom Observation Forms Summary of Ratings by Locale ...........66 
Table 23 SY 2005-2006 Classroom Observation Forms 

Characteristics of Participating Students................................................................................67 



xiv 

Table 24 SY 2005-2006 Classroom Observation Forms Summary of Ratings – All Classes ......67 
Table 25 SY 2005-2006 Classroom Observation Forms 

Summary of Ratings by Program Level.................................................................................68 
Table 26 SY 2005-2006 Classroom Observation Forms Summary of Ratings by Locale ...........69 
Table 27 SY 2004-2005 End-of-Year Program Rating Forms 

Summary of Ratings – All Schools........................................................................................70 
Table 28 SY 2005-2006 End-of-Year Program Rating Forms 

Summary of Ratings – All Schools........................................................................................70 
Table 29 Principal and Facilitator Surveys Student Recruitment Strategies................................73 
Table 30 Principal and Facilitator Surveys Student Selection Procedures ..................................73 
Table 31 Principal and Facilitator Surveys 

Agreement Between Principals and Facilitators About Recruitment Strategies ......................74 
Table 32 Principal and Facilitator Surveys 

Agreement Between Principals and Facilitators About Selection Procedures.........................75 
Table 33 Spring 2006 Surveys Number of schools with 

Agreement Between Principals and Facilitators About Recruitment Responsibilities.............77 
Table 34 Spring 2006 Surveys Number of Schools with Agreement Between 

Principals and Facilitators About Selection/Placement Responsibilities.................................77 
Table 35 Spring 2006 Surveys Agreement Between Principals and Facilitators 

About Final Decision About Placement.................................................................................77 
Table 36a Spring 2006 Recruitment and Screening Surveys 

Potentially Helpful Student Characteristics ...........................................................................81 
Table 36b Spring 2006 Recruitment and Screening Surveys 

Potentially Hindering Student Characteristics........................................................................85 
Table 36c Spring 2006 Recruitment and Screening Surveys Demographic Characteristics ........87 
Table 37 Response Rates Among EAST and Control Students ..................................................91 
Table 38 Domains on Which Relationship to EAST Participation Was Found ...........................93 

 
 



1 

Introduction  

Research Context  

In his 2001 address to the Department of Labor, Federal Reserve Board Chairman Alan 
Greenspan reflected that the “enormous new capacity [of technology] to capture, analyze and 
disseminate information has begun to alter significantly how we do business and create 
economic value,” with the consequence that our country’s market-driven educational system 
must equip students “not only with technical know-how, but with the ability to create, analyze 
and transform information and to effectively interact electronically with others.”  Indeed, more 
than two decades earlier, the seminal report “A Nation at Risk” noted, “The people of the United 
States need to know that individuals in our society who do not possess the levels of skill, literacy 
and training essential to this new era will be effectively disenfranchised, not simply from the 
material rewards that accompany competent performance, but also from the chance to participate 
fully in our national life” (National Commission on Excellence in Education, 1983).  The 
emergence of this “new economy” signals a future society that differs greatly from the one in 
which past generations have grown, worked, and succeeded.  The metamorphosis of our society 
has been and will continue to take us from being an industrialized nation to that of a cohort of 
“knowledge workers” (Druker, 1994).  The transition of the U.S. from an industrial to an 
information society clearly implies that in education, teaching reading and writing is no longer 
sufficient, although these are certainly the foundation skills upon which other literacies 
(including technological, visual, and numerical) are built (Murray, 2003).  This group of workers 
will require a unique set of primary skills that will allow them to flourish and increase 
productivity.  The economy will need new types of workers with important thinking, deductive 
reasoning, and creativity skills who are well versed in the “basics” of education, as well as in 
critical and analytical thinking and problem solving.  In his book, The New Basics (2002), David 
Thornburg wrote that there is a need in society for creativity, technological fluency, problem-
solving ability, and entrepreneurial skills that are not being taught in our schools (Thornburg, 
2005).  Problem solving, self-directed learning, and motivation are all areas that are of clear 
importance to the creation of a cohort of knowledge workers.  In his seminal work, Taxonomy of 
Educational Objectives, Bloom (1984) identified a hierarchy of skills important to learning, 
including knowledge, comprehension, application, analysis, synthesis, and evaluation.  Too often 
classrooms focus much of their time on the first three types of learning, in large part due to the 
increased focus on student academic achievement based on standardized tests.  For students to 
meet the needs of tomorrow’s knowledge society, it is essential that teachers focus more on the 
higher level skills—analysis, synthesis, and evaluation, a unique blend of skills essential for the 
future of our country.  Indeed, the skills necessary for success in today’s world differ so greatly 
from those of the past that many of tomorrow’s jobs do not yet exist. 

 
The classrooms of today and those being developed for tomorrow provide a unique 

opportunity to assist in the preparation of students for the future economy.  U.S. Education 
Secretary Margaret Spellings said of technology in the classroom that it is “…changing how 
students learn.  We can engage students in new ways and transcend the walls of the traditional 
classroom” (CDW-G, 2005).  Her comment is particularly meaningful in light of the need for 
focus in today’s learning environments on allowing students to become problem solvers, 
motivated learners, proficient technology users, and critical and analytical thinkers.  EAST 
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program staff believe that the use of technology and different learning environments are 
significant ways to help students reach this potential.  The hope is that by providing solid 
technological skills, students will be able to communicate, link with one another, and create 
learning environments that are strongly collaborative and mutually beneficial.  While it would 
not be possible to create an EAST-like environment in every classroom in the world, by 
providing these tools to students (as they are provided to EAST students) it may be possible to 
foster a group of global learners who embody the skill set identified as essential, including (as 
mentioned above) problem solving, motivation, and self-directed learning.  If students are to lead 
us in a positive direction, then it is vital that they have access to the tools and thought processes 
necessary for success in the future world.   

 
Evaluation of student learning outcomes and of technology in general is of paramount 

importance to validating the work of programs and organizations intent upon changing the 
structure of today’s classrooms.  As information technology continues to become standard 
equipment in the classroom, educators need insight into how to maximize its positive impact 
(Ringstaff & Kelley, 2002).  One means of providing educators with such lessons is through 
careful evaluation of current programs (Johnston & Barker, 2002).  In 1998, the authors of the 
Milken report, Technology in American Schools: Seven Dimensions for Gauging Progress, noted 
that while accountability for public investment in education technology was often reported in 
terms of quantity of equipment and connectivity, policymakers needed to examine the qualitative 
impact of technology, yet appropriate measures for doing so had not yet been developed.  The 
report of The Secretary’s Conference on Educational Technology (McNabb, Hawkes, & Rouk, 
1999) echoed this problem by noting that “if resources are to be expended on technology, it is 
becoming a political, economic, and public policy necessity to demonstrate its vital 
effectiveness” and concluded with a call for rigorous, innovative, and relevant technology 
evaluation designs.  One outcome of the conference was an acknowledgement that while 
policymakers tend to value summative reports that document student achievement, teachers and 
administrators value formative reports that document implementation outcomes that help them 
make informed decisions about technology programs.  A study of the issues surrounding 
technology education assessment and evaluation (Reeves, 1998) found that “traditional 
assessment measures and simplistic evaluation designs are unlikely to reveal the complexities of 
the nature and outcomes of programs that differ from the traditional paradigm of instruction.”  
Indeed, it is essential that evaluations of technology and learning programs explore all aspects of 
implementation and outcomes, including those “initial” outcomes of student learning such as 
problem solving and self-directed learning skills that are essential to success in the information 
age.  

 
Since 1998, numerous evaluations of technology education programs have been 

conducted.  A review of these in The Learning Return on Our Educational Technology 
Investment (Ringstaff & Kelley, 2002) concluded with the statement that “measuring the impact 
of technology use on student achievement is fraught with difficulties.… Classrooms are not 
experimental laboratories where scientists can compare the effectiveness of technology-based 
classrooms to traditional instructional methods while holding all other variables constant.… Few 
reliable, valid, and cost-effective assessments exist that measure students’ higher-order thinking 
skills, problem-solving ability, or capacity to locate, evaluate, and use information.”  Ringstaff 
and Kelly suggest that rather than examining the cost-effectiveness of technology education 
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programs, researchers examine the conditions under which technology offers students the most 
benefits.   

 
This evaluation of the EAST initiative is aligned with and supportive of the U.S. 

Department of Education’s goals as described in the No Child Left Behind Act (NCLB) and the 
U.S. Department of Education’s 2002-2007 Strategic Plan.  The evaluation assessed a middle 
and high school technology education project that promotes equity of educational opportunities 
and works to raise student achievement through a focus on higher-order thinking skills and 
innovative uses of educational technology.  Moreover, the project includes an extensive 
professional development component and thus supports the NCLB goal of preparing and training 
high-quality teachers. Information gathered through the proposed project has been disaggregated 
according to NCLB requirements in an effort to provide evidence of the impact of the project on 
students of diverse backgrounds and abilities. 

 
Purpose of the Research  

Model to be Evaluated 

The Environmental and Spatial Technology (EAST) Initiative is a performance-based 
learning environment utilizing project-based service learning, integrated with advanced 
technological applications in an interdisciplinary environment where the intellectual and 
problem-solving growth of students is the focus.  The project, which began in 1995 with 20 
students in an Arkansas high school, has since expanded to over 190 schools in eight states 
(Arkansas, California, Hawaii, Illinois, Iowa, Louisiana, Mississippi and Pennsylvania).  At the 
outset of the current study (school year 2003-2004), Arkansas had approximately 130 EAST 
programs.  The majority of EAST sites in Arkansas were in high schools (90%), with seven 
percent at middle schools, and another three EAST programs that were implemented in an 
elementary school or college.  Sites are spread over the predominantly rural state of Arkansas, 
with the majority in rural counties, and the remainder divided roughly evenly between suburban 
and urban counties.  

 
EAST’s central concept of the importance of students’ responsibility for their own 

learning, with a focus on problem solving, is validated by a recent study that found that the most 
successful technology applications were those that required students to think for themselves and 
apply technology to complex, extended tasks (Means, Penuel, & Padilla, 2001).  Moreover, 
research shows that cooperative learning represents a valuable strategy for helping students attain 
high academic standards (Kagan, 1993; Cohen, 1994).  After nearly 50 years of research, there is 
strong agreement that cooperative methods can and usually do have positive effects on students’ 
achievement, particularly when they include interdependence and individual accountability 
(Holt, 1997), as in the EAST model.  In addition, community service programs teach students 
higher-order cognitive processes and skills, such as data gathering, critical thinking, and 
decision-making (Kirby, 1989).  It is believed that encouraging EAST students to show initiative 
and become engaged in their learning process develops them into active learners whose high 
degree of responsibility ensures the success of team efforts. 
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Student Selection and Participation   
 
EAST staff work with the local schools to recruit a diverse group of students interested in 

taking the EAST elective, with diversity understood to include aptitude, academic motivation, 
and achievement levels, as well as race, gender, and economic background.  Students with 
special needs, gifted students, at-risk students, and all students in between are placed on a level 
playing field by being in the same class.  Ultimately, the goal should be to construct classes that 
are representative of the demographics of the school as a whole. 

 
In an EAST class, students mentor one another and develop personal accountability and a 

true appreciation of diversity, while acquiring ownership in both the project and the learning 
process as a whole.  Typically, between 15 and 20 students enroll in a single section of EAST.  
The number of sections offered per site is typically dependant upon the size of the school, with 
larger urban and suburban schools enrolling upwards of 100 students per credit cycle and 
smaller, rural schools enrolling 40-50 students per credit cycle.  Classes meet in step with the 
school schedule (daily for schools that offer six- or seven-period days or four-by-four block 
schedules, and every other day for schools on A/B block scheduling), while students may also 
spend additional time outside the regular class schedule and/or outside the classroom working on 
their projects as needed. 

 
Instructional Model 

 
Teachers are chosen by their schools and in turn are trained by EAST staff to become 

“facilitators” who guide and assist students as they pursue their projects.  Facilitators also act as 
resources for the projects and as managers who direct all the projects being undertaken at the 
site. 

 
The EAST classroom mirrors the modern workplace by providing a dynamic 

environment in which students with all degrees of skills, experience, and aptitudes work 
together.  Students are fully engaged in, and responsible for, their own learning.  The EAST 
classroom, a physical space with associated equipment specifically configured to EAST 
standards and purchased by the school, usually with support from the Arkansas Department of 
Education (ADE), is the place where EAST is primarily experienced.  All student activities do 
not take place in the EAST classroom, however.  Often, students are required to be in the field 
(in their community or various areas of the school). 

 
The EAST model includes a multifaceted, interdisciplinary, service-learning curriculum 

integrated with advanced technical applications from the following disciplines: architecture, 
animation and visualization, computer aided drafting (CAD), database development, 3D design 
dngineering, digital imagery, global positioning systems (GPS), geographical information 
systems (GIS), networking, system administration, programming, desktop publishing, digital 
filmmaking, and web development.  However, the teaching of these applications is secondary to 
a focus on allowing students to develop as learners in an integrated setting that fosters such 
diverse skills as teaming, responsibility, accountability, and personal initiative.  While students 
concentrate on projects, their facilitator focuses on developing students’ intellectual capacities 
through the application of traditional curricular objectives.  Student success is measured by the 
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degree of growth the students have demonstrated in mastering and applying basic skills and 
concepts, as well as progress made toward the development of creative and critical thinking 
skills.  

 
To develop these skills, students connect with peers, faculty, community members, and 

business and university partners, who help them to identify needs in the community.  Students 
work directly with these partners to develop strategies to help address these needs, utilizing the 
partners’ expertise and the technological resources available through EAST.  From the students’ 
point of view, project-based service learning does not resemble traditional school activities.  
Rather, it resembles “work”: students are expected to produce real, tangible results of high 
quality.  Students involved in the EAST Initiative have the opportunity to identify and solve real-
life problems instead of participating in simulations and/or “what if” situations.  Often they leave 
a legacy of starting or completing a project that benefits their community well beyond the time of 
their graduation. 

 
EAST facilitators play an important role as guides to help students navigate these 

responsibilities.  However, their role is as important for what the facilitators do not do as for 
what they do.  The facilitator is responsible for establishing a classroom environment that 
supports and guides students’ project work and personal development, but she does not generally 
act as a consultant or technical assistant.  Indeed, between the student teams and their project 
partners, the facilitator is often the least knowledgeable about the specifics of the problem or the 
technological tools being applied.  It is not the facilitator’s responsibility to be the expert on 
every project; rather, it is to guide students in learning to learn, to help them recognize the need 
to develop organizational and planning skills, and to help them learn to recognize the 
implications of their decisions.  The philosophy of the EAST model is that students are better 
able to learn these concepts through direct experience rather than having them “taught.” 

 
The nature of the EAST classroom which facilitators are responsible for creating is 

characterized as existing in three parallel “environments”—the physical environment, the 
educational environment, and the environment of expectations.  The model’s definition of how 
these environments are constituted (and the facilitators’ responsibilities in establishing them) is 
summarized below; this model is described in greater detail in the logic model in Appendix I. 

 
• Physical Environment 

 
The facilitator creates a classroom with a physical layout that is conducive to team work, 

accommodating of the placement and use of technological resources, and which enables students 
to locate necessary materials. 

 
• Educational Environment 

 
Instruction in the EAST classroom is characterized by a facilitator who models effective 

learning and development of real-world skills, and points students in the right direction without 
giving answers directly.  The facilitator adjusts his or her level of support as appropriate to the 
needs of specific students. 
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Class/Project Management in EAST is defined in terms of goals and responsibilities as 
well as flexibility to meet project needs.  The facilitator provides guidance and direction to meet 
goals and helps project teams to capitalize on the diversity of students in terms of aptitude, 
experience, knowledge, interests, and learning styles.  An effective EAST facilitator expects 
productive work from students and addresses inappropriate behavior or lack of productivity in 
different ways depending on individual student needs.  Participation and group work are 
encouraged from everyone.  The facilitator helps students obtain resources and establish 
partnerships and serves as a role model and a liaison between students and the outside world. 

 
The Nature of Projects in an EAST classroom includes a focus on the four pillars of 

EAST learning, which include self-directed, student-centered learning; community service; the 
use of advanced technological applications; and teamwork and peer mentoring.  Students are 
encouraged to select their own projects, which should be practical in nature and encourage 
learning that extends the learner’s view and understanding and/or skills, and which should 
provide opportunities for students to practice planning, executing, and judging the status and 
quality of the project and project goals.   

 
• Environment of Expectations 

 
EAST Classroom Culture is positive, welcoming, and encouraging; it involves a focus on 

the needs of students, on student development rather than content delivery, and on process over 
product, and there is an openness to intuitive thinking and the exploration of unlikely solutions.  
There is recognition that student growth takes place not only through success but also on the road 
to discovery.  Students are given the freedom to think through ideas and evaluate them, while the 
facilitator provides a safety net by assuring students that it is safe to fail or make mistakes.  

 
Outlook for Overall Program Achievement should be reflected by an EAST facilitator 

who looks to the future instead of simply moving from day to day.  The facilitator takes a long 
view of program success, looking to the strengths of the community and students and placing 
value on student growth over time.   

 
Student Work is expected to be conducted productively, typically in cooperative groups, 

with all students working daily on projects that interest them.  The work of students is monitored 
in a clear and organized manner by their peers as well as by the facilitator, and students are 
expected to utilize time effectively, solve problems, meet project goals, and use technology 
appropriately to meet those goals.  

 
Professional Development 

 
Participants in school reform must have training before implementation, for one of the 

key factors in sustaining education reform is expanding educators’ knowledge base (Klein, 
1996).  Furthermore, because group work dramatically changes the teacher’s role, professional 
development is vital to the implementation of cooperative learning (Cohen, 1994).  Successful 
implementation of the EAST model requires professional development for facilitators and 
administrators to support facilitators’ roles as facilitators of learning.  Initial training focuses on 
facilitators’ participation in teams that model the approach to be used in the classroom.  As the 
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facilitators work together to address their practice “problem” during the training session, they 
also discuss ways of solving pedagogical problems associated with team learning.  As part of 
their training, facilitators assess their own teaching styles and develop plans for implementing 
project-based learning.  

 
EAST’s extensive professional development amounts to 24 days of required training in 

the first year (with additional optional opportunities encouraged) and six days of training in each 
of the second and third years.  Training for new facilitators is conducted in three distinct phases, 
as described below. 

 
In Phase I, aspiring facilitators are given hands-on instruction in classroom and systems 

management using the same equipment and systems they will use in their own classes, before 
their school’s EAST program begins operation.  Workshop participants meet experienced EAST 
facilitators and students as mentors and gain insight into the creation of successful programs.  
They are taught how to stay focused on the intellectual development of their students (given 
individual learning styles), how to properly evaluate student progress, and how to set high 
expectations of their students.  Because the key to success relies heavily on the educational 
philosophy of the individual facilitator, visiting facilitators are exposed to strategies that help 
move students from the traditional student-centered/teacher-directed educational environment to 
a collaborative work environment.  Upon completion of this phase of professional development, 
participants present their implementation plan for review by EAST staff, thus ensuring a positive 
beginning for their school’s EAST implementation.  

 
Phase II includes a two-day workshop and discussion sessions that help facilitators 

sharpen their understanding of the role of the facilitator as they begin to guide students in 
developing school and community service projects.  The workshops provide opportunities for 
facilitators to increase their knowledge of the application options available through EAST and to 
share their successes and difficulties.  Facilitators spend substantial amounts of time in Phase II 
working in groups to learn from each other.  Additional subjects include problem-solving 
strategies and reinforcement of Phase I professional development, with more detailed 
presentations given to support the facilitators in the areas of equity in the EAST classroom; 
marketing the local EAST program; and recruiting for the following semester or school year. 

 
Phase III consists of a two-day workshop designed to make facilitators who attended the 

Phase II session more knowledgeable about the corporate culture of knowledge-based 
companies; representatives from EAST business partners and civic leaders often attend.  
Attendees discuss how to develop partnerships in the public and private sectors, and how to fully 
involve those partners in facilitating student development within the EAST class.  

 
Technical Professional Development.  An initial systems administration class is included 

as part of EAST implementation.  This one- to three-day class usually takes place about 30 days 
after installation of the lab.  A successful method of systems administration geared to the EAST 
environment has been developed as a result of lessons learned from developmental sites.  
Experienced EAST facilitators, along with Certified Network Administrators, develop curricula 
and help deliver specific training in systems administration during workshops for new 
facilitators.   



8 

 
Specific Technology Training.  Facilitators involved in the duplication of this model must 

grasp the conceptual capabilities of computer-aided design, design engineering, visualization, 
and geo-processing technology and techniques.  Although they are not expected to become 
experts in these applications—that responsibility rests with the students—facilitators must have a 
basic understanding of the functionality, fundamental skills, and appropriate applications of 
today’s relevant technological tools.  In order to fully integrate advanced applications into the 
school curriculum, “seed” training must occur in the areas of geographic information systems 
(GIS), global positioning systems (GPS), architecture, engineering, and animation.  Basic 
“beginning points” of understanding advanced applications must be learned and transferred to 
new sites.  The purpose of this training is to establish a base of understanding and awareness in 
areas of sophisticated software totally unavailable to most secondary educators.  

 
Workshops for facilitators and students are offered throughout the year to establish a 

basic technical knowledge framework.  Students and facilitators who are proficient in sharing 
what they learn attend Training Camps designed to teach specific basic skills in advanced 
applications.  Upon completion of the training, students return to their respective schools to peer 
teach and facilitate other students’ work using similar advanced applications.  These camps are 
held near the end of the first semester, after EAST students have begun to develop an 
understanding of the basic concepts involved with the digital environment as well as entry-level 
applications.  Facilitators are asked to select two students who will attend the camp with them.   

 
Additional professional development opportunities include multimedia training tutorials 

that are classroom learning resources for students and facilitators, and facilitator “shadowing” 
opportunities for hands-on training in practical applications.  Shadow training allows facilitators 
to experience the real needs of employers today, thus enabling them to lead their students toward 
the development of the skills necessary to ensure their future employment.  Shadow training may 
be limited to those areas where public and/or private sector resources are available and willing to 
participate.  Continuing education, an essential ingredient in the maintenance of relevant learning 
environments, is available to facilitators and students, who may access Internet sites specifically 
designed to inform users of advancements in technology.  The annual three-day EAST Facilitator 
Summer Seminar attracts facilitators who have completed at least one year of EAST and 
provides a forum for facilitators to share best practices and address common needs. 

 
The EAST Partnership Conference, an annual event most recently held at the Hot 

Springs, Arkansas, Convention Center,1 celebrates the achievements of participants.  This event, 
which in every sense except the age of the presenters has the look and feel of a professional 
conference, includes training sessions in technical and pedagogical areas, a general exposition 
during which participants can discuss concerns, and opportunities for students to showcase their 
projects.  During this exposition, a panel of volunteer judges selected by the EAST staff observe 
students’ presentations of their projects and rate them on dimensions such as the project’s value 
for community service and evidence that the project utilizes and develops self-directed learning, 
problem solving, communication and collaboration skills.  Since 2005, in order to better 
emphasize the collaborative nature of the EAST model, schools have been rated for their overall 

                                                
1 Originally at the Little Rock Convention Center. 
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program rather than on individual projects.  An awards ceremony is held towards the end of the 
conference to recognize the most successful programs for the year.  

 
Community and Business Support 

 
From its inception, EAST has promoted collaborations of business and institutions of 

higher education on projects involving students and their communities.  High-tech companies 
have donated software to develop EAST classroom labs, and the University of Arkansas’s Center 
for Advanced Spatial Technology (CAST) has been providing training in the areas of GPS, GIS 
and architectural technologies.  EAST currently has partnerships with more than 30 Arkansas 
businesses that provide schools with a broad array of technology.  
 
Major Research Questions 

Two parallel and complementary studies were conducted by Metis: an implementation 
study designed to provide insights into the variations in the implementation of the EAST 
initiative in different contexts throughout the state, and an outcomes study that sought to 
determine the impact of the initiative on participating facilitators and students.2  These two 
studies were designed to be mutually supportive, each informing the development and direction 
of the other.  For example, insights about program variations obtained through the first year of 
the implementation study were used to inform the development of instruments for the outcomes 
study, while preliminary findings from outcomes measures brought attention to additional 
questions that were further explored through the implementation study. 

 
The implementation study, which was conducted in all existing EAST schools statewide 

throughout all three years of the project (2003-2006), was designed to answer research questions 
focused on developing an understanding of the process of creating and operating an EAST 
program in varying environments, including middle and high schools as well as rural and urban 
settings.  The ultimate goal of this study was to gather, analyze, and triangulate data to create a 
clear picture of the EAST model of implementation in order to determine how it varies 
throughout the state, and to identify some of the supports and obstacles to implementation.  
Listed below are the research questions that the implementation study sought to address.   

 
• What recruitment strategies are being used?   
• What are the characteristics of EAST and non-EAST schools, students, and facilitators?   
• What are the nature, quality, and intensity of training activities for EAST facilitators and 

students?   
• What are the nature, quality, and intensity of the EAST instructional practices and how 

do they differ in the various program settings?   
• What are the nature and quality of the measures currently being used to document 

program implementation?  To what extent are these measures designed to assess the 
alignment of local practices with EAST’s educational principles?   

                                                
2 With the approval of the USDOE, a sustainability study that was initially planned was not fully implemented, due 
to the need to reallocate resources in order to ensure a rigorous experimental design for the outcomes study.  
Nevertheless, findings about sustainability were obtained and are discussed at the end of this report. 
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• What are the nature and quality of the assessments currently being used to measure 
facilitator and student outcomes?  To what extent are these student performance 
assessments aligned with state content, industry, and technology standards?   

• What are the nature and quality of participating schools’ partnerships with local industry 
and community organizations, and what factors influence these partnerships at the local 
level?   

• What are the nature, quality, and intensity of EAST parent involvement programs and 
activities?   

• What are the nature and quality of administrative support for the program?   
• In what ways and to what extent do the EAST National Center and the ADE support 

implementation of programs and practices in the participating schools?   
• What are the nature and quality of dissemination activities offered to participating sites, 

and what is the level of participation in these activities?   
• What steps have participating schools taken to sustain EAST beyond the three-year start-

up period?   
• What are the costs associated with the EAST program?   
• What obstacles, if any, have been encountered to program implementation, and what 

steps were or can be taken to overcome these obstacles?   
 
The outcomes study was conducted during Years 2 and 3 of the evaluation (2004-2006) 

at 16 schools that were randomly assigned as target or control schools prior to the beginning of 
the study.3  This portion of the evaluation study was designed to measure the impact of the EAST 
initiative on students and facilitators by attempting to answer the following research questions:   

 
• What is the impact of exposure to the EAST learning environment and instructional 

practices on participating students’ attitudes towards learning and school, including their 
aspirations to pursue postsecondary education, professional careers, and community 
service?  How do these outcomes vary by sub-group?   

• What is the impact of exposure to the EAST learning environment and instructional 
practices on students’ skills (e.g., critical thinking, problem solving, communication, 
interpersonal, technology) and content knowledge in science, math, and English language 
arts?  How do these outcomes vary by sub-group?   

• What is the initiative’s impact on facilitators’ attitudes towards teaching, classroom 
practices, and content knowledge?  

• What influence do additional factors, including environmental factors, participant 
demographics, training conditions, instructional practices, and varying degrees of 
program integrity, appear to have on the impact of the EAST program on student and 
facilitator outcomes? 

                                                
3 Procedures for selection and assignment of participating schools and students are discussed in the Methods section 
of this report. 
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Years 1-3 Implementation Study 

Methods 

Following is a summary of each of the data collection instruments, procedures, and 
analysis methods that were utilized throughout the three-year study, including a description for 
each instrument of the administration schedule, sample selection procedure (where applicable), 
and statistical tests and/or qualitative analysis methods that have been applied to the data.  In 
each case, the data collection instrument or procedure and analysis methods are also described in 
terms of how they relate to the project’s research questions. 

 
Participants 

Selection of Participating Schools 
The evaluator conducted site visits to six participating EAST schools in March 2004 that 

included observations of EAST classes and in-person interviews with each school’s principal.  
The six target schools were selected to be representative of the majority of existing EAST 
schools in Arkansas (middle and high school programs), based on the following criteria: 

 
• Target schools represented both middle and high schools or, in some cases, schools that 

served students at grades 7 through 12 but conducted an EAST program only at the high 
school level.  Because the large majority of existing EAST programs were being 
implemented at the high school level, high schools were over represented in the sample 
(see Table 1 below). 

• Target schools represented different types of geographic locales.  Two locale categories 
were defined by collapsing the eight National Center for Education Statistics (NCES) 
Locale Codes for the 2002-2003 school year4 into two groups that represented an 
intuitively meaningful separation, based on ADE staff’s familiarity with the communities 
represented by each code.  The two categories that were developed were large town/small 
city, which included schools with NCES codes of 2 (mid-size city), 3 (urban fringe of a 
large city), 4 (urban fringe of a mid-size city) and 5 (large town); and rural/small town, 
which included schools with NCES codes of 6 (small town), 7 (rural, outside 
Metropolitan Statistical Area [MSA]) and 8 (rural, inside MSA).5  For brevity, these 
categories hereinafter will be referred to as urban and rural, respectively. 

• Within each level (middle schools and high schools), target schools were also selected to 
include at least one high-poverty and one low-poverty school, at least one large and one 
small school, and at least one high-fidelity and one low-fidelity school.  Socioeconomic 
status (SES) and school size groupings were defined by identifying quartile distributions 
of all EAST schools in Arkansas for the percentage of students eligible for free or 
reduced price lunch, and the total number of students, respectively.  Where possible, 
schools were selected from the first and fourth quartiles of these distributions or, where 
this was not practical, from the lower end of the second quartiles and the upper end of the 

                                                
4 See http://nces.ed.gov/surveys/ruraled/index.asp.  
5 At the time these data were collected, no schools in Arkansas were located in communities with an NCES locale 
code of 1. 
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third quartiles.  Fidelity was defined by the National Program Director, who was asked to 
estimate how closely existing EAST schools were implementing the national model and 
to recommend schools with a range of perceived levels of accordance (fidelity) with the 
model.6 

• The sample was created to include at least two first-year EAST schools, including one 
that was considered high fidelity and at least one that was considered low fidelity. 

• Finally, since the purpose of this phase of the study was descriptive rather than 
evaluative, the schools were not selected randomly but were chosen to be within a 
reasonable distance from Little Rock.  
 
Six target schools were chosen within a 100-mile radius of Little Rock.  These schools 

were distributed as indicated in the table below. 
 

Table 1 
Demographics of Target Schools for Year 1 Implementation Study 

Locale 
Category 

Middle Schools High Schools 

Urban 

School 1: size = 4th quartile, poverty = 4th 
quartile, fourth year 

School 3: size = 4th quartile, poverty = 1st 
quartile, fifth year 
 
School 4: size = 2nd quartile, poverty = 4th 
quartile, first year 

Rural 

School 2: size = 1st quartile, poverty = 4th 
quartile, first year 

School 5: size = 3rd quartile, poverty = 1st 
quartile, third year 
 
School 6: size = 4th quartile, poverty = 1st 
quartile, fourth year 

 
During Years 2 and 3, activities for both the implementation study and the outcomes 

study were conducted at a separate group of schools that were selected for the outcomes study.  
Selection of these schools is described in the Participants section of the outcomes study below. 
 
Selection of Participating Students 

A sample of EAST facilitators and students participated in focus groups that were 
conducted during the EAST Partnership Conference during the winter of each year of the study.  
For the Year 1 interviews (February 2004), the evaluator asked the EAST National Program 
Director to identify a total of at least six but no more than ten facilitators from EAST schools 
(not necessarily the target schools) conducting programs for high school grades, and a similar 
number from schools with middle school programs.  For each group, the Director was also asked 
to include participants from schools that represented a range of experience with the program and 
a range of perceived levels of accordance with the model, as described above.  In addition, the 
Director was asked to identify facilitators whom he felt would be articulate and comfortable 
participating in group discussions.  Each facilitator was then asked to identify one student from 
his or her school who met the same criteria of expressiveness and comfort.  The middle and high 

                                                
6 While the fidelity observation protocols that were later developed for use in the outcomes study had not yet been 
developed, these ratings were derived from the same criteria that the national EAST staff used to judge fidelity 
during the implementation study and as part of their ongoing role in monitoring program implementation. 
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school facilitator interviews included a total of one facilitator from each of eight and ten schools, 
respectively, while the student interviews included one student from each of nine and seven 
middle and high schools, respectively.  During the second and third year of the implementation 
study, interviews were conducted with facilitators and students from the outcomes study target 
schools.  In March 2005, one facilitator focus group was conducted with nine facilitators 
(including one backup facilitator7) representing all eight target schools, while two student focus 
groups were conducted with six students in grades 6-8 (representing three target schools), and 
seven students in grades 9-12 (representing four target schools), respectively.  In March 2006 the 
facilitator focus group included the facilitator from each of six target schools (including three 
with middle school programs and three high school programs); and two student focus groups, 
one with eight students (in grades 7-9) representing all four target schools with middle school 
programs, and one with nine students in grades 10-12 representing all four target schools with 
high school programs. 

 
Measures/Instruments 

Facilitator and Student Focus Group Interviews.  These focus groups, which were 
conducted during the winter Partnership Conferences (held in Little Rock in Year 1 and in Hot 
Springs, Arkansas, in Years 2 and 3), were designed to help the evaluator obtain a description of 
the nature of the implementation of the EAST program at the school level, the contextual factors 
that may influence the success of the program, and the ways in which these factors vary from 
school to school.  Interview protocols were developed to guide focus group participants through 
an exploration of the major research questions that the evaluation set out to study.   

 
During the 2004 conference, four separate focus group interviews were conducted, two 

with facilitators and two with students, who were selected to participate as described in the 
preceding section.  Both facilitators and students were asked to discuss the instructional methods 
used in the EAST classes and the strengths and challenges that they felt the program 
encountered, in order to determine whether and the extent to which their perspectives differed.  
In addition, topics that were unique to the facilitator interview included participants’ perceptions 
of the professional development program and the value of administrative support provided at the 
school, district, or state level.8  Topics unique to the student interview included how they became 
involved in the class, the characteristics of EAST students, and their opinions of their facilitators’ 
teaching methods. 

 
For the Year 2 focus groups (held March 2005) changes were made to the protocols to 

help deepen the evaluator’s understanding of issues that came to light through other data 
collection activities.  New topics added to the Year 2 facilitator focus groups included 
recruitment and selection of students for participation in EAST, and benefits and challenges of 
various grade configurations and mixes of students.  Similarly, topics added to the student focus 
groups included students’ technology training, the advantages and challenges of collaborating in 
homogenous versus mixed teams, and ways that EAST helped them to meet personal goals.   

                                                
7 Most schools employ a backup facilitator who provides support and fills in for the lead facilitator when needed. 
8 The facilitator interview protocol also included questions addressing the nature of parental support and 
partnerships maintained with industry and community organizations, but these questions were omitted from the 
interviews due to time constraints. 
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Further modifications were made to the focus groups during Year 3 (held in March 2006) 

to spotlight additional areas that arose from other evaluation activities.  The facilitator focus 
groups addressed the appropriateness for the EAST program of different kinds of students and 
further probed the previous year’s conversation on student recruitment and selection.  The 
student focus group also addressed new topics including their facilitators’ teaching methods and 
EAST students’ perceptions of themselves before they started the program in comparison to non-
EAST students.  This topic was included in order to gain insight as to whether there are prior 
characteristics needed for a candidate to succeed in EAST.  Finally, students were asked to 
reflect on what motivates them to do well in school and on whether they felt that EAST was 
influencing their motivation.  Copies of the interview protocols from each year are included in 
Appendix II. 

 
Participants’ comments were recorded both in writing and on tape, after obtaining 

unanimous agreement from participants to permit the interview to be recorded (in all interviews 
of students and facilitators over the three years, no participant objected to recording the session).  
Comments were later reviewed and analyzed within each research question to describe the range 
of program characteristics in the participating schools and to identify the degree of similarities 
and differences among the schools in general, between middle and high schools and, where 
applicable, between facilitators’ and students’ perspectives. 

 
Principal Interviews.  Interviews were conducted during the March 2004 site visits with 

the principal of each of the six implementation study schools, including one interim acting 
principal; in two of the interviews the District Superintendent participated in at least part of the 
discussion along with the principal.  The interview protocols were designed to obtain school-
specific information about the implementation of EAST at that site and about the principal’s 
perspectives on the program.  Topics covered included the process through which the school 
became involved in EAST, the recruitment and selection of students for EAST classes, fiscal and 
non-monetary project support, professional development for facilitators, integration of EAST 
into the school curriculum, and parental involvement, as well as the strengths and challenges that 
the interviewees felt the program has encountered. 

 
Principals’ comments were recorded in writing by the interviewer(s).  As with the focus 

group interviews, comments were later reviewed and analyzed within each research question to 
describe the range of program characteristics in the participating schools, to identify the degree 
of similarities and differences among the different schools and between middle and high schools, 
and to identify any possible implementation issues that appeared to be associated with 
characteristics such as school size, locale, or poverty level.  A copy of the interview protocol is 
included in Appendix III. 

 
Observations of EAST Classes.  During the March 2004 site visits to the six 

implementation study schools, school visits were scheduled to coincide with the scheduling of 
EAST classes, and at least two full periods of EAST classes were observed at each school.  
Impressions of the classes were obtained both through passive observation as well as 
conversations with the facilitator and the students.  Observers used a narrative-based observation 
protocol (see Appendix IV) that focused on the physical characteristics of the classroom, 
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facilitator behavior and strategies, including how they organize class activities, the classroom 
organizational scheme and grouping patterns, the major focus of activities and materials used, 
and interactions with students, and students’ behavior and performance.  These included whether 
the students demonstrated the ability to work both independently and collaboratively; evidence 
of planning and problem solving skills and strategies; and whether they demonstrated knowledge 
and competence about classroom procedures, project goals, and the appropriate and effective use 
of technology.  This protocol served as both the focus of observations and a general guide for 
discussions with facilitators and students. 

 
As with the principal interviews, classroom observations were analyzed to identify the 

degree of similarities and differences among the different schools and to identify any possible 
implementation issues that appeared to be associated with school level, size, locale, or poverty 
level. 

 
Principal Survey. On-line surveys were administered to principals of all existing EAST 

schools in the spring of each year of the implementation study.9  Survey items were developed to 
capture issues that emerged from previously conducted school site visits, classroom 
observations, focus groups, and interviews, and included items addressing program funding, 
student and facilitator characteristics and recruitment and selection procedures, integration of 
EAST with other academic programs, and availability and value of administrative support.  The 
survey was posted on the web in May 2004 and remained available for six weeks.  Response 
rates were checked approximately once a week, and reminders were sent by ADE and/or EAST 
staff to those who had not responded.   

 
In Years 2 and 3, both procedural and structural modifications were made to the principal 

survey, some of which were designed to help improve response rates, which were low in the first 
year (as discussed in the Results section below), while others were implemented to address 
questions that arose from the first year data and/or to provide data that specifically supported the 
outcomes study, which began in Year 2.  Modifications designed to improve response rates 
included the following: 

 
• A log-in system was created that allowed respondents to save their responses and resume 

where they left off so that they did not have to complete the entire survey in one sitting. 
• Surveys were placed on-line earlier in the spring in order to allow more time for 

response. 
• Sections related to the EAST training opportunities and to internal support and 

implementation of the EAST program at individual schools were consolidated in order to 
reduce the length of the survey, by prioritizing questions on a value-added basis. 
 
In an additional effort to maximize response rates, reminder calls and follow-up emails 

were made to non-respondents by ADE and EAST, Inc. staff.  As a result, nearly perfect 
response rates were achieved, as discussed in the Results section below.   
 

                                                
9 In Years 2 and 3, the same surveys were also administered to the eight implementing target schools and were 
analyzed separately as part of the outcomes study described below. 
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The Year 2 principal survey was further revised to include more detailed questions related to 
screening criteria for EAST enrollment and new questions focused on the amount of EAST 
orientation and professional development activities attended by various school staff. 

 
Finally, additional modifications were made to both the principal surveys in Year 3.  

Since questions about the importance of various student characteristics and their use as screening 
criteria were included in a supplemental recruitment survey that was administered at the 
outcomes study target schools (described below in section A.2.e. of the outcomes study), these 
items were removed from the statewide principal surveys.  At the same time, since questions 
about recruitment and screening procedures had elicited conflicting responses from principals 
and facilitators in earlier surveys, question were added to both Year 3 surveys in order to clarify 
who has the ultimate responsibility for such decisions. 

 
Principal surveys were analyzed to determine whether the trends that emerged during 

observations and interviews appeared to be representative of the state as a whole.  The surveys 
were also analyzed to determine whether trends that appeared in the Year 1 surveys continued in 
Years 2 and 3.  Copies of the principal surveys from each year are shown in Appendix V. 

 
Facilitator Survey.  A two-part on-line survey was administered to facilitators of all 

existing EAST schools in spring 2004.  As on the principal questionnaire, survey items for the 
Year 1 facilitator survey were developed to capture specific issues that emerged from the 
observations and interviews conducted during February and March 2004.  The first section 
included questions about the structure and implementation of the EAST program in the 
facilitator’s school, and about the facilitator’s opinions about factors that may be inhibiting or 
facilitating program implementation.  This section included items that were parallel to those on 
the principal survey on topics covering student and facilitator characteristics, recruitment and 
selection procedures, and availability and value of administrative support.   

 
The second section of the facilitator survey was originally designed to serve as a pilot 

survey for determining the extent to which the facilitators’ perspectives, class organization, and 
instructional approach corresponded with the parameters and philosophy promulgated by the 
EAST national staff, and the extent to which facilitators felt prepared to implement the 
instructional methods expected in an EAST program.  Because members of the federal review 
panel felt that a self-report from facilitators would not be sufficiently rigorous and would be less 
effective than passive observation for assessing the dynamic of the interactions between 
facilitators and students, they suggested that fidelity be measured instead through classroom 
observations at the treatment schools (as described below in the Methodology section of the 
outcomes study).  For this reason, the section designed to assess program fidelity was removed 
after Year 1. 

 
Additional modifications included questions that were added to the facilitator survey in 

Year 3 eliciting self-ratings of comfort using basic technologies and using the advanced 
technological applications that are provided through the EAST program.  These items were 
designed to obtain insights about the extent to which some facilitators’ concerns about the 
inadequacy of their technology background may have resulted from an expectation—contrary to 
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the EAST model—that they needed to be able to teach their students how to use the advanced 
technologies. 

 
The facilitator surveys were also posted on the web in the spring of each year and 

remained available for six weeks, and response rates were checked approximately once a week, 
with reminders sent by ADE and/or EAST staff to those who had not responded.  Nevertheless, 
as with the principal surveys and as discussed in the Results section, the response rate on the 
facilitator survey in Year 1 was low.  In Years 2 and 3, procedural and structural modifications 
were made to the facilitator survey parallel to those made to the principal survey.  These 
included the same modifications to improve response rates, as well as the substantive changes 
discussed above and additional substantive changes parallel to those in the principal survey.  As 
with the principal surveys, these modifications resulted in near-perfect response rates in Years 2 
and 3. 

 
Analyses of the facilitator survey were used to determine whether the trends that emerged 

during observations and interviews are representative of the state as a whole, and whether these 
trends differ for different sub-groups (such as grade level, locale, and length of experience) of 
EAST schools.  In addition, correlational analyses were used to explore relationships between a 
school’s implementation of the EAST program and factors such as the facilitator’s perception of 
the adequacy of external and internal support and funding and of the value of the program to 
students.  Correlations with results from the principal survey were also used to determine the 
extent to which principals and facilitators have similar perceptions about the EAST program. 

 
In Year 3, parallel questions to the principal survey were also added about the locus of 

responsibility for student recruitment and screening, as were respondents’ perceptions of their 
technology skills and of the adequacy of those skills for their role.  Copies of the facilitator 
surveys from each year are shown in Appendix VI. 

 
Validity and Reliability of Locally Developed Instruments.  All locally developed 

instruments, including the class observation protocol, the facilitator and principal questionnaires, 
the supplemental recruitment survey, and the student and facilitator focus group and principal 
interview protocols, were designed cooperatively by EAST and ADE staff and the evaluator to 
ensure their content validity.  EAST and ADE staff reviewed and edited the instruments prior to 
their administration to ensure their alignment with program objectives and their appropriateness 
for the target populations.  Instruments that were administered in each project year were 
modified and refined, as necessary, when indicated by respondent feedback or results from prior 
administrations.  

 
To ensure that respondents were familiar with the purpose of and methods for completing 

the instruments prior to their administration, the program evaluator provided staff with 
guidelines for administration of all locally developed instruments that the evaluator did not 
administer itself.  All staff who administered the instruments were asked to adhere to 
standardized procedures (e.g., time frame of administration, directions given to respondents) to 
maximize the reliability and validity of the obtained data for evaluating the project.  These 
procedures are described in the discussions of the individual instruments.  The scoring and 
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analysis of all locally developed instruments were conducted by the project evaluator, ensuring 
quality control in data entry and transcription.  

 
Procedures 

The table below summarizes which instruments and data collection methods were used to 
gather information relating to each research question. 

 
Table 2 

Overview of EAST Statewide Implementation Study 
Research Questions Data Sources (Years Implemented) 
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Student recruitment and screening strategies P P    P  P  P 
Characteristics of schools, students, and 
facilitators P P P   P P P  P 

Training activities P   P P   P P  
Instructional practices P P P P P  P    
Existing implementation measures and outcome 
assessments      P  

P  P 

Community/industry partnerships P P   P P P P   
Parent involvement programs  P P   P P P   
Administrative support from school, EAST, and 
ADE staff P P   P P  

P   

Dissemination activities and capacity building 
initiatives  P    P  

P   

Program costs  P      P  P 
Obstacles to implementation P P P P P P P P   

 
Results 

Of the 134 EAST programs in schools of the same structure as the schools that would be 
targeted for the outcomes study (public middle and high schools) that were operating during the 
2003-2004 school year, responses were received from a total of 62 principals, for a response rate 
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of 46%.10  Subsequently, surveys were received from the principals of all 133 public middle or 
high school EAST programs in SY 2004-2005,11 and from all of the applicable 134 EAST 
programs operating in SY 2005-2006, for response rates of 100% in each of the last two years. 

 
Of the 134 EAST programs operating during 2003-2004, responses were received from a 

total of 77 facilitators, for a response rate of 54%.12  In Years 2 and 3, respectively, surveys were 
received from the facilitators at 121 out of 131 EAST programs13 for a response rate of 92% in 
SY 2004-2005, and from 119 out of 134 EAST programs for a response rate of 89% in SY 2005-
2006.  Results of the facilitator and principal surveys are summarized below.  Additional data 
from these surveys can also be found in Appendices VII-X. 

 
Student Recruitment and Selection Strategies 

While the EAST program is not intended to be appropriate for every student who comes 
through the school, it is considered to be beneficial for a very diverse cross-section of students; 
indeed, diversity is considered an important characteristic of an EAST class and is considered as 
a goal towards which programs should strive.  The approaches which different schools take for 
recruiting and selecting students for EAST classes is therefore an important program 
characteristic, both in terms of the extent to which they are following the model and of the 
implications of these practices for making generalizations about the value of the program.  Since 
in virtually all schools, the principal and the EAST facilitator shared responsibility for 
recruitment and selection of students, questions about these policies were included on both 
surveys. 
 

When asked what methods were used to recruit students for EAST, both principals and 
facilitators in all three study years reported a combination of strategies that promoted general 
awareness of the program and those that targeted specific students.  For example, substantial 
majorities of responding principals in all three years indicated using all-school announcements to 
recruit students.  While this approach was also cited by large proportions of facilitators, it was 
cited less frequently by facilitators than by principals, and the proportion doing so declined 
steadily (from three fifths of respondents to just under half) from 2004 to 2006. 
 

Strategies such as this which cast a wide net are important for fostering diversity in the 
EAST classes, since they help ensure that all students are aware of the program.  However, they 
                                                
10 Principal surveys were only administered to the population of schools in Arkansas that had an active EAST 
program during that year and that were comparable in structure to the study schools.  This excluded colleges, 
technical colleges, community colleges, vocational centers, and elementary schools that were also conducting EAST 
programs.  In spring 2004, one additional survey was received from the Southeast Arkansas Community Based 
Education Center (SEACBEC), which should not have been included in the survey. 
11 An additional 12 EAST programs sponsored by other types of agencies also returned principal surveys in spring 
2005.  These included North Arkansas College, Fountain Hill Elementary School, Aerospace Education Center, and 
Acxiom Corporation, and six surveys from schools with EAST programs that had been discontinued, including 
Southside Middle School, and Caddo Hills, Har-ber, Jacksonville, Saratoga and Whitehall high schools. 
12 As for the principal surveys, additional surveys were received from other agencies that should not have been 
included in the survey.  These included North Arkansas College, SEACBEC, and the Aerospace Education Center 
13 An additional five EAST programs sponsored by other types of agencies also returned facilitator surveys in spring 
2005.  These included North Central Vocational Center, North Arkansas College, SEACBEC, Fountain Hill 
Elementary School, and Acxiom. 
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do not necessarily result in classes that are representative of the school, since they tend to rely on 
the students to take the initiative to respond.  Also in 2005 and 2006, the large majority of 
facilitators (78% to 90%) and over three quarters of principals reported the use of “peer 
recruitment,” where the program is advertised among students by word-of-mouth.14  The impact 
of this strategy on diversity is unpredictable, but it might be expected to reinforce existing 
enrollment patterns, whether existing enrollment favors certain groups or is already well 
diversified. 

 
The self-selection that tends to result from such broader recruitment practices can be 

counterbalanced by more targeted strategies, but only if the recruitment is specifically targeted 
towards the students who would be less likely to enroll on their own.  In all three years, 
approximately 7 to 9 out of every 10 principals, and similar majorities of facilitators, noted that 
school staff (including guidance counselors, facilitators, classroom teachers and/or principals) 
recommend students for EAST.  However, the impact of these targeted strategies depends on the 
criteria that are used to determine which students should be recommended for the program, 
which can mean the difference between counterbalancing or exaggerating the self-selection bias.  
This issue was explored further through the supplemental recruitment and screening survey that 
was administered during the outcomes study, and is discussed further in that section. 

 
Although the survey asked about school-wide recruitment practices, responses from 

principals and facilitators were not always aligned with each other.  For this reason, further 
analyses were conducted to examine the level of agreement between their responses.  The only 
recruitment strategies which were cited by both the principal and the facilitator at more than half 
the schools in both years were peer recruitment, recommendations from the facilitator, and 
recommendations from the principal or guidance counselor.  Recommendations from teachers 
were also cited by both the principal and facilitator at just over half the schools on the 2005 
survey. 

 
Both principals and facilitators were also asked how students were selected to participate 

in EAST.  In all three study years, both principals’ and facilitators’ most common response (cited 
by about three fifths of both principals and facilitators) was that preference was given to students 
who have participated in EAST in previous years.  The second most commonly cited approach 
was that students are chosen in order to reflect the range of academic abilities in the school, 
which was cited by about half of the principals.  Almost as many facilitators (about two fifths of 
respondents) also mentioned this approach in 2004, but very few (about one-fifth) did so in 2005 
or 2006.  Over the three years, among the most commonly cited responses from both groups was 
“first come first served,” cited with increasing frequency in each year by two fifths to over half 
of principals, and by one third to over two fifths of facilitators.  Substantial proportions of 
principals—although not a majority (ranging from about one third to two fifths of respondents) 
also cited efforts to reflect the ethnic makeup of the school, but only about one fifth to one third 
of facilitators did so.   

 
As for the recruitment questions, separate analyses of agreement between facilitators and 

principals were conducted in 2005 and 2006 in order to shed light on apparent discrepancies 
between these two respondent groups.  In both years, the strategies which facilitators and 
                                                
14 This option was not included on the 2004 surveys. 
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principals agreed to using in the largest proportions of schools (albeit in only just over one 
school out of four) were preference given to students who had participated in previous years, and 
first come, first served.  While the former strategy is consistent with the model (since “seeding” 
the class with experienced EAST students is believed to help the program run more smoothly), 
the first come, first served approach would do nothing to insure diversity or representativeness.  
In contrast, there was agreement between the principal and facilitator in only very few schools 
about using efforts explicitly designed to reflect the school’s range of academic abilities and 
ethnic makeup, while the two groups agreed that such efforts were not used in about half or just 
under half of the schools in both years.  The generally low degree of alignment between 
principals’ and facilitators’ responses—which on many items were consistent at fewer than 60% 
of the schools—raises questions about what actually took place. 

 
In an effort to clarify that question, the 2006 surveys asked who was responsible for 

recruitment and selection, and who had authority for making the final decision.  While almost all 
principals (over 90%) asserted responsibility for advertising EAST, most facilitators did not 
seem to recognize this, and indeed there was agreement that the principal had such responsibility 
in fewer than one out of every six schools.  Similarly, a smaller majority of principals (75%) 
reported having responsibility for selection and placement, but there was agreement with the 
facilitator about this in only one in every five schools.  In addition, in quite a few cases the 
facilitators believed that they possessed responsibility but were contradicted by their principals.  
This occurred at over half of the schools in reference to facilitators’ responsibility for 
recruitment, and at almost a fourth in reference to responsibility for selection.  There was a much 
higher degree of agreement about the school counselor(s) having responsibility for recruitment 
and screening (principals’ and facilitators’ responses were in alignment at two thirds to three 
fourths of responding schools), and other than principals, counselor was the role most commonly 
cited by either group as having this responsibility.  However, when asked who makes the final 
decision about student placement, each group chose the other most frequently, with principals 
emphasizing the facilitators’ responsibility (68.6%), and facilitators emphasizing the principals’ 
responsibility (41.9%). 

 
Detailed results of survey questions regarding recruitment and selection are presented in 

the tables in Appendix VII. 
 
Training and Orientation Activities  

EAST facilitators participate in ongoing training activities throughout their tenure as a 
facilitator, beginning with their first introduction to the initiative during Vision Building 
workshops.  The required professional development activities are summarized in the table below. 

 



22 

Table 3 
Professional Development Activities for EAST Facilitators 

Session Schedule Focus 
Vision Building Spring before becoming 

an EAST site 
Orientation to basic concepts, goals, and philosophies of 
the EAST program 

Phase I Summer before first 
year as facilitator 

Logistical issues, team building, EAST vision and 
philosophy, learning styles, roles of students and 
facilitators, grading and assessing, project planning, 
technology and resources, pitfalls 

Phase II October of each year Sharing, traps and problem identification, creating service 
projects, professional development, technical support 

Phase III December of each year Reflection on Phase II, corporate culture, marketing 
EAST, equity, growing the program 

Summer Seminar Summer of each year Reflections on the year, using resources, planning for next 
year, new tools for the classroom, sample projects 

EAST Updates Fall of each year Training policies and procedures, conference updates, use 
of the website, planning “site health” visits, network 
security, computer maintenance, obtaining technical 
support 

Partnership 
Conference 

February of each year Student presentations and awards, vision building, web 
support 

 
In addition to the above, program students have access to ongoing training related to the 

technologies available in EAST classrooms, which is provided by representatives of the software 
companies and EAST staff, and through turnkey training from lead students in their class.  
Students may also participate in peer visits, during which they visit another EAST class in order 
to learn from and network with other EAST students (as well as to collaborate on cross-class or 
cross-school projects).  

 
Principals, other school administrative staff, and other members of the school community 

also receive orientation to the EAST program through New Administrators’ Workshops, which 
are generally held in the fall of each year, and Pre-Implementation Workshops, which are held in 
July before a school’s first year in EAST, in addition to the Vision Building Workshops and 
Partnership Conferences described above. 

 
Each year, EAST facilitators and principals were asked to report on their perceptions of 

the impact of these training activities.  Results from the 2004 and 2005 surveys were presented in 
previous reports.  On the 2006 survey, principals and facilitators continued to express very 
positive feelings about the training process.  On a 5-point scale ranging from 1 (inhibits effective 
implementation) to 5 (encourages effective implementation), about half of principals and similar 
proportions of facilitators rated “staff training sponsored by EAST, Inc.” and “student training 
sponsored by EAST, Inc.” as a 5, and about three quarters of each group rated both trainings as 
at least a 4.  Similar proportions of principals and facilitators also rated “EAST conferences and 
competitions” as encouraging effective implementation.   

 
Facilitators were also asked to rate the adequacy of EAST training for bringing their 

skills to the level they needed as a facilitator.  On a 5-point scale ranging from 1 (inadequate) to 
5 (more than adequate), facilitators reported that the training was best for raising their skills in 
the instructional methods advocated by EAST, which was rated as at least adequate by 
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approximately four fifths of respondents.  Facilitators also provided favorable ratings to training 
they received in assessing their own progress in facilitating EAST, which was rated as at least 
adequate by three fourths of respondents.  The lowest ratings were for training in the specific 
technology applications used in the lab, for which fewer than half of respondents felt the training 
was at least adequate.  Facilitators were also asked to rate their own skills in using both basic 
and EAST-specific technologies as novice, beginner, intermediate or advanced.  While almost 
all respondents (over 90%) rated their basic technology skills as at least intermediate, almost 
two-fifths felt that their comfort and skills with specific technology applications used in the 
EAST classroom were at the beginner or novice level.  As in past years, facilitators’ overall 
ratings of EAST trainings were fairly positive and consistent.  On a 7-point scale (1 = poor and 7 
= excellent), the greatest portion of respondents rated the training as a 6, with approximately 9 
out of 10 ratings falling at 5 or above.   

 
Detailed results of survey questions regarding training activities are presented in 

Appendix VIII. 
 

Program Support and Obstacles to Implementation  

School-based staff have made clear that they consider administrative support—from the 
school and district level as well as from the EAST National Center and the ADE—as essential to 
the success of EAST.  In order to assess the adequacy of support available to EAST programs, 
both principals and facilitators were surveyed about their impressions of the support that they 
received, while principals were also surveyed about their opinions about establishing supportive 
school policies and practices.  Results of the 2004 and 2005 surveys have been presented in a 
previous report.   

 
As in past years, both facilitators and principals were asked to rate the impacts of various 

external program supports on EAST implementation in their schools.  On a 5-point scale ranging 
from 1 (inhibits effective implementation) to 5 (encourages effective implementation), 
facilitators’ ratings of supports other than training (discussed above) were mixed.  Availability of 
technology support was the highest rated, with approximately three quarters of respondents 
rating it as a 4 or more and almost a third rating it as a 5.  However, the only other forms of 
support that were rated as at least a 4 by at least half of respondents were availability of funding 
to support participation in EAST training, opportunities for the facilitator to work with other 
EAST facilitators, availability of support on logistics of program implementation, consistency of 
EAST philosophy with other school/district reforms, and time for facilitator(s) to reflect on what 
they have learned.  In contrast, state-mandated curriculum frameworks, testing policies and 
practices, and grading policies and practices were viewed as supporting implementation by one 
fifth or fewer of the respondents, but were seen as inhibiting implementation by about the same 
proportions.  Testing policies were seen as the greatest obstacle, which 3 in 10 respondents rated 
as a 1 or 2.  Ratings from principals demonstrated similar patterns. 

 
Facilitators were also asked about the adequacy of “internal” supports that they received 

from their school administrations.  Over 90% of respondents agreed that their principals 
supported creation of classes with students of mixed abilities and that they were able to obtain 
permission for EAST students to work off campus when necessary, while 85% agreed that their 
principals encouraged other teachers to be flexible so that EAST students could make up missed 
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classes.  A large majority (about three-quarters) also agreed that their principals facilitated class 
scheduling in order to involve as many interested students as possible in EAST, but a smaller 
majority (a little over three-fifths) reported that their principals facilitated class scheduling in 
order to place experienced EAST students in the labs.  

 
The principal surveys asked these school leaders about their willingness to provide 

certain kinds of direct support to the EAST classes, as well as their perceptions about various 
instructional methods and philosophies that are central to EAST.  Principals echoed the 
facilitators’ impressions about their willingness to give EAST students flexibility to make up 
missed classes and to go off campus, and to facilitate class scheduling.  In addition, there was 
also strong agreement about almost all of the other EAST philosophies, with the strongest 
agreement (from 90% of respondents or more) that using academic skills in a real-world context 
is important to student learning, encouraging students to solve their own problems is more 
important than making sure they find the right answer, and that most students benefit from 
working in groups to solve problems.  The only notable exception was that a small majority of 
principals (just over half) felt that most students learn best in classes with students of similar 
abilities.  This was a somewhat surprising finding, given that the large majority of facilitators 
had said that they were supported in creating mixed-ability classes. 

 
In order to determine whether EAST functioned as an integral part of the school 

curriculum or more as an “add-on,” principals were asked in what ways (if any) EAST was 
integrated with other courses or programs at their schools.  Each of the forms of integration—
including those reflecting EAST supporting students in other activities or subjects, as well as 
those reflecting other activities or subjects supporting students’ performance in EAST—was 
cited by a substantial majority of respondents.  Virtually all principals agreed that EAST students 
contribute to other school activities, and a large majority (over 80%) felt that skills learned in 
other subjects help students succeed in EAST.  Substantial but somewhat smaller majorities 
(about three fourths of respondents) felt that papers or projects for other classes may be based 
on topics from EAST projects, EAST projects incorporate specific content knowledge (besides 
technology) that is covered in other courses, and that EAST develops students' general academic 
habits and attitudes.  The smallest majority (two thirds) of respondents reported that EAST 
develops specific academic skills in the content areas that are applicable to other classes. 

 
Detailed results of survey questions regarding program support and obstacles to 

implementation are presented in Appendix IX.  Additional data from the principal and facilitator 
surveys are presented in Appendix X. 
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Year 2-3 Outcomes Study 

Methods 

Participants 

Selection of Experimental and Control Schools 
In preparation for the outcomes study, which began in Year 2, ADE and EAST staff 

collaborated with the evaluator in April 2004 to identify schools that would participate in the 
study as experimental (“implementing”) and control (“delayed implementation”) schools.   

 
In order to insure sufficient statistical power for treatment/control comparisons in this 

design, a power analysis was conducted to determine the minimum number of students required.  
This analysis provided our best a priori estimate for the smallest sample size needed to detect a 
predetermined effect size.  The following sample size calculations are based on conducting an 
Analysis of Variance (ANOVA), with mean values of each outcome measure, compared for 
treatment vs. control students in different contexts, including different school locales and school 
levels.  

 
Experimental conditions were defined within four “cells” (two locale categories by two 

levels, middle and high school).  The original plan was to identify two implementing and two 
delayed implementation schools for each of the eight cells, for a total of 16 schools, assuming 
that at least that many schools volunteered to join the EAST initiative. 

 
Because the ANOVA design reduces extraneous variation by controlling for these 

contextual conditions, it is capable of providing substantial statistical power with relatively 
modest sample sizes.  The minimum number of cases per group was determined from Table 8.4.4 
in Cohen (1988, pg. 384), which provides minimum sample sizes necessary to detect specific 
effect sizes using a non-directional F test on means in ANOVA at alpha = .05, for different levels 
of power and degrees of freedom.  In order to detect an effect size of approximately one-third 
standard deviation (0.30) with power (beta) of 0.80 and one degree of freedom (u), the table 
indicates that a minimum of 45 cases are needed per cell.  It should be noted that this analysis is 
predicated on two additional assumptions: 

 
1. control and experimental groups have equal sample sizes and 
2. control and experimental group means have equal standard deviations. 

 
We insured that the first assumption was met by matching participating students in each 

treatment school to an approximately equal number of students in each control school (as 
described further below).  Given similar sample sizes, it was considered unlikely that standard 
deviations would vary substantially, but it should be noted that power determinations are robust 
to moderate violations of equality of standard deviations and sample sizes (Cohen, 1988). 

 
According to these calculations, a sample size of 45 treatment students plus 45 control 

students per sample group would provide sufficient statistical power to detect an effect size of 
0.30.  However, by attempting to improve the power to detect the effect size of treatment vs. 
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control groups by matching students, an n of 45 was expected to produce the ability to detect 
even smaller effect sizes with equal power. 

 
Because of the significant expense of establishing an EAST class, schools rarely if ever 

have more than one lab room, but they do tend to make full use of their lab.  It is therefore 
typical that even the smallest schools participating in this project serve at least three separate 
EAST classes per year, which was expected to yield approximately 45 to 60 participating 
students per school.  Spread out over six grades (7 to 12) and two locale conditions, a sample 
size of eight experimental and eight control schools was expected to yield at least 35 students in 
each group.15  In order to make it possible to collapse analyses across grades in the event that the 
final sample size was too small to analyze the data within grade, outcome instruments were 
chosen that permit scores to be combined across grade levels.  Ultimately, our final sample of 
target students included 412 EAST students in Cohort 116 and 509 in Cohort 2.17 
 

Prior to the first year of the outcomes study, EAST staff discussed the evaluation with 
schools that were considering adopting an EAST program.  During the spring of each school 
year, EAST, Inc. conducts “Vision Building” workshops for such schools, during which EAST 
staff explain the expectations of becoming an EAST school.  During the spring 2004 workshops, 
staff also explained the implications of joining the program during the study period.  As an 
incentive for schools to take the risk of being selected as a control school and required to delay 
program implementation for two years, ADE agreed to set aside start-up funds that were made 
available to delayed implementation schools after the end of the study period.  As an additional 
incentive during the two years of the outcomes study, and to minimize “resentful demoralization 
bias”18 among control schools, the state had further agreed not to provide funding to support the 
establishment of an EAST program during the study period at any school that did not participate 
in the study. 
 

Following the Vision Building workshops, 23 schools expressed interest in establishing 
an EAST program in the following year, but three schools that had already secured EAST 
funding in the prior year decided to opt out of the study by funding their program 
independently.19  EAST staff provided the evaluator with a list of the remaining 20 schools that 
still expressed interest in implementing the program starting in the 2004-2005 school year.  
These 20 schools were grouped into one of four categories defined by the grade levels served 
(middle or high school) and the school’s locale (rural or urban, as defined above for the 

                                                
15 Assuming that the typical new school has at least three EAST classes with 15-20 students each, i.e., at least 45-60 
students.  Assuming a midpoint of 52 students per school x 8 experimental schools x 6 grades x 2 locale categories 
= 34.7 students per grade per locale category. 
16 Including 208 in rural high school programs, 104 in urban middle school programs, and 100 in rural middle school 
programs. 
17 Including 184 in rural high school programs, 164 in urban middle school programs, and 149 in rural middle school 
programs. 
18 After Campbell & Stanley (1966).  
19 Although permitting schools to opt out of the study prior to randomization may create a selection bias, prohibiting 
schools from opting out might have created an equally large selection bias if some schools decided that they did not 
want to implement the program at all, given the study’s requirements.  EAST and ADE staff decided that it was 
preferable to maximize replication of the program by adhering to the former approach. 
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implementation study target schools20).  Consistent with the February 2004 Cooperative 
Performance Agreement with the USDOE, the study was to include two implementing and two 
delayed implementation schools in each of these four categories or “cells.”  However, the 
original list of schools applying for EAST included only one rural middle school and two urban 
high schools, and EAST and ADE staff did not expect to be able to recruit a sufficient number of 
additional new schools to fill these gaps.  At ADE’s request, three rural schools serving grades 7 
to 12 that had originally intended to implement the program at the high school level agreed to 
implement EAST in their middle school grades for the duration of the study.21  Since there was 
still an insufficient number of urban high schools on the list, however, this cell was dropped from 
the outcomes study. 
 

From each of the middle school cells (rural and urban), two schools were randomly 
selected as implementing and two as delayed implementation schools.  However, because urban 
high schools were dropped from the study, it was necessary to select four implementing and four 
control schools from among the rural high schools, in order to retain sufficient statistical power 
for analyses at the high school level.  Fortunately, this category had the largest number of 
applying schools, making this larger sample possible.  Since this category also represented the 
largest proportion of existing EAST schools, this modified sample remained consistent with the 
population.  The two remaining (non-participating) schools in this category (the only category 
that had more applying schools than were needed for the study) and the two urban high schools 
that did not participate because of the change in the sample definition were told that they were 
free to implement EAST using their own resources.  They elected to wait for EAST funding, 
however, and were also able to implement the program with the support of ADE and EAST 
funds after the study ended.   
 

In spring 2004, as a result of state-mandated mergers of certain school districts 
throughout Arkansas, the district in which Evening Shade High School (one of the original 
implementing schools) resided was administratively consolidated with the Cave City School 
District.  As a result, the fledgling EAST program that was to be implemented at Evening Shade 
was moved to Cave City High School, which replaced Evening Shade as an implementing school 
for the outcomes study.  Despite the obvious concerns raised by this move, it seemed preferable 
to losing a school entirely so early in the study.  Several considerations added to the expectation 
that this replacement should not unduly bias the study.  These included the fact that both schools 
had the same NCES locale code, so the replacement preserved the balance between rural and 
urban schools in the study; the principal of Cave City had participated in the Vision Building 
workshops during summer 2004, during which he received full orientation to the program and to 
the obligations of the study, and he readily agreed to sign the Statement of Commitments 
regarding those obligations; and finally, the EAST facilitator who was originally identified by 
Evening Shade transferred to Cave City and implemented the EAST program there. 
 

                                                
20 Because the state of Arkansas has very few students who are served by schools located in or near large 
metropolitan regions, the PET had determined that the target population for the experimental study could be 
constrained to include only two locale categories (small city/large town vs. small town/rural, as defined under the 
implementation study above), rather than the three originally planned (large city/small city, large town/small town 
and rural). 
21 These schools included Harrisburg, Gould, and Hartford high schools. 
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Similarly, Gould High School (which served grades 7 through 12 and had an EAST program for 
students in grades 7 through 9) was annexed to Dumas Junior High School as of fall 2005, and 
the EAST program continued in Dumas with the same facilitator.  As was the case with the 
replacement of Evening Shade by Cave City, Dumas was in the same district and had the same 
NCES locale code as Gould, and the program was served by the same facilitator in both 
locations.  However since the principal of Dumas was new to EAST, the ADE Director of 
Technology Resources and Planning met with him to orient him to the program, and the district 
technology specialist worked  with the principal and the EAST facilitator to help get the program 
up and running quickly. 

 
The resulting sample of schools for the outcomes study is displayed in Table 4 below.22 
 

Table 4 
Demographics of Target Schools for Year 2-3 Outcomes Study 

Status 

School Name 
Locale 

Category23 

Level of 
EAST 

Classes 
Year 2 

(SY 2004-05) 
Year 3 

(SY 2005-06) 
Grades 
Served Enrollment* 

Blevins HS Rural HS Implementing Implementing 7-12 1st Quartile 
Newport HS Rural HS Implementing Implementing 9-12 3rd Quartile 
Jessieville HS Rural HS Implementing Implementing 7-12 3rd Quartile 
Cave City HS 
(originally Evening 
Shade HS) 

Rural 
HS Implementing Implementing 9-12 1st Quartile 

Midland HS Rural HS Delayed 
Implementation 

Delayed 
Implementation 

7-12 2nd Quartile 

Mt. Vernon-Enola 
HS Rural HS Delayed 

Implementation 
Delayed 
Implementation 

7-12 1st Quartile 

Mountain Pine HS Rural HS Delayed 
Implementation 

Delayed 
Implementation 

7-12 4th Quartile 

Mansfield HS Rural HS Delayed 
Implementation 

Delayed 
Implementation 

7-12 4th Quartile 

Henderson MS Urban MS Implementing Implementing 6-8 4th Quartile 
North Heights JHS Urban MS Implementing Implementing 7-8 4th Quartile 
Cloverdale MS Urban MS Delayed 

Implementation 
Delayed 
Implementation 

6-8 4th Quartile 

Forest Heights MS Urban MS Delayed 
Implementation 

Delayed 
Implementation 

6-8 4th Quartile 

Harrisburg MS Rural MS Implementing Implementing 5-8 2nd Quartile 
Gould HS Rural MS Implementing [annexed to 

Dumas] 
7-12 1st Quartile 

Dumas JHS Rural MS [NA] Implementing 7-9 3rd Quartile* 
Flippin MS Rural MS Delayed 

Implementation 
Delayed 
Implementation 

6-8 1st Quartile 

Hartford HS Rural MS Delayed 
Implementation 

Delayed 
Implementation 

7-12 1st Quartile 

*Enrollment quartile for Dumas based on SY 2005-2006 enrollments; all other schools based on SY 2004-2005 
enrollments. 
 
                                                
22 Enrollment groupings were defined by identifying quartile distributions of all EAST schools in Arkansas for the 
number of students enrolled in each school during the 2002-2003 school year. 
23 “Urban” = NCES codes 2-5; “Rural” = NCES codes 6-8. 
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Schools that were selected as implementing or delayed implementation schools were asked to 
sign a Statement of Commitments prepared by the evaluator,24 in addition to the Statement of 
Assurances which all EAST schools are normally required by EAST, Inc. to sign.  The Statement 
of Commitments, which all selected schools agreed to sign, committed the delayed 
implementation schools to postpone implementation of EAST until after the study period, 
regardless of funding sources, and to participate as control schools in selected evaluation 
activities during the study period.  Implementing schools committed to conditions specifying 
selection of their facilitator and the number and size of their EAST classes, and to participate in 
all evaluation activities during the study period.   

 
Selection of Control Students  

Two slightly different selection processes were used in each year of the outcomes study 
to create the control group.  In the first year of the study (school year 2004-2005, Cohort 1), all 
EAST students in the participating implementation schools were included in the treatment group 
for the study, while a sample of students was selected from within the delayed implementation 
schools in order to create a control group that was as closely matched to the treatment group as 
possible.  This sample was selected through pairing on the basis of prior year academic 
performance and demographic factors.25  The specific pairing variables that were used, and the 
source of data for each variable, are presented in the table below.  Matching criteria are listed 
here in descending priority order, with higher priority variables taking precedence, when 
necessary, in the pairing algorithm (explained further following this table). 

 

                                                
24 A copy of the Statement of Commitments is provided in Appendix XI. 
25 Demographic data were obtained from ADE databases for the 2003-2004 school year (as of June 2004), since fall 
2004 records were not yet available when control students were being selected. 
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Table 5 
Control Group Matching Criteria – Cohort 1 

Attribute Data Source1 
School locale  NCES records (“rural”/“urban”26) 
Program level EAST, Inc. records (middle/high school) 
Grade level ADE records 
English proficiency ADE records (ELL flag) 
Gender ADE records 
Reading proficiency Spring 2004 standardized test scores:  

ITBS/ITED Reading (grades 6 and 9);  
Arkansas Benchmarks Exam (grade 8);  
Arkansas 11th Grade Literacy Test (grade 11) 

Math proficiency Spring 2004 standardized test scores:  
ITBS/ITED Math (grades 6 and 9);  
Arkansas Benchmarks Exam (grade 8) 

General academic achievement27 ADE records (gifted/talented and special education flags, 
grades 5, 7 and 10) 

Race ADE records 
Socioeconomic status ADE records (free/reduced lunch eligibility) 

 
After collating the above data for all students enrolled in the delayed implementation 

(control) schools in fall 2004, the students were ranked around the criteria for each EAST student 
and selected for proximity.  Control groups were selected that contained the same number of 
students in each school type and grade as in the treatment groups.  In addition, alternate control 
students were selected to be used as replacements in the event that any of the students in the 
primary control group were no longer at that school.  Within each grade and school type, 
alternate control students totaling at least 10% of the N for that group—with a minimum of two 
students—were selected.28  Alternate control students were selected on identical criteria, but 
were selected to be as close as possible to the mean of the standardized test score(s) for the 
corresponding treatment group, since the mean would represent the best possible estimation of 
the value for a student who was being replaced.  Where possible, a mix of demographics 
(through alternating selection) was also represented within a group of alternate control students.  
Further provisions had also been made for matching by distribution and by distance metrics 
derived from these attributes; however, these procedures were unnecessary, as excellent matches 
were obtained using simple averaging of distance of standardized test scores within combined 
demographic categories.  Results of these matching procedures are presented in Appendix XII, 
which shows the demographic characteristics of the treatment and resulting control groups.  
These tables represent all control and alternate control students who were selected through the 
pairing process.  Analyses of the impact on the makeup of the target groups from demographic 
differences between students who left the study (school transfers or dropouts) and those who 
remained are discussed below. 

                                                
26 As defined above for the implementation study target schools. 
27 Since Arkansas did not conduct math and literacy testing at all grades in spring 2004, gifted/talented and special 
education flags were used as surrogate measures of academic achievement for students at grade levels that were not 
tested, but were also included as matching criteria for the remaining students. 
28 At one school, as a result of inaccuracies in student enrollment records, a substantial number of the control 
students from the primary selection group were no longer enrolled at the school, and there was not a sufficient 
number of alternate control students from the original selection to fill the gaps.  In this case, the selection procedure 
for alternate control students was repeated in order to provide a sufficient number of students.  
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The control group for Cohort 2 (students attending Arkansas schools during school year 

2004-2006) was created using essentially the same procedure.  The primary differences were that 
the delayed implementation schools had decided that it was easier to administer achievement 
tests, inventories, and surveys29 to the whole school rather than pulling out a selected population 
for testing.  Thus, the Cohort 1 control group had been created at the beginning of the school 
year based on prior year performance and included extra students who could be used in case 
some students were not available or in case of missing data.  In contrast, the Cohort 2 control 
group was matched after the fact using performance and demographic factors from the fall of the 
same year.  Wherever possible, this matching used only those students who had a pretest 
available on the key outcome measures, which included the Iowa Tests of Basic Skills (ITBS) 
and Iowa Tests of Educational Development (ITED) (used as the state achievement tests) for 
middle and high school students, respectively, and inventories of motivation and problem solving 
skills.  In addition, whereas the spring 2004 data for Cohort 1 included ITBS/ITED scores only 
for grades 6 and 9, by fall 2005 ADE had begun testing all students in grades 6 though 9, and, as 
part of the study, also administered the ITED in grades 10-12 among EAST students in the 
implementing schools and all students in the delayed implementation schools.  Although 
matching was conducted after the end of the school year, spring posttest scores were not visible 
to the individuals conducting the matching, so as to avoid the possibility of creating a bias in the 
selection process.  Matching criteria for Cohort 2 are listed in the table below in descending 
priority order, with higher priority variables again taking precedence in the pairing process.   

 
Table 6 

Control Group Matching Criteria – Cohort 2 
Attribute Data Source 

School locale  NCES records (“rural”/“urban”30) 
Program level EAST, Inc. records (middle/high school) 
Grade level ADE records 
English proficiency ADE records (ELL Y/N) 
Gender ADE records 
Reading proficiency Fall 2005 ITBS/ITED Reading Comprehension 
Math proficiency Fall 2005 ITBS Math Total31/ITED Concepts & Problems 
General academic achievement ADE records (gifted/talented Y/N and special education Y/N) 
Race ADE records (Asian, Black, Hispanic, Native American, 

White/non-Hispanic) 
Socioeconomic status ADE records (free/reduced lunch eligibility Y/N) 

 
Statistical comparisons of the resulting demographic characteristics of the Cohort 2 

treatment and control groups were conducted in order to determine the success with which the 
matching process created a comparison group that was demographically similar to the treatment 
group.  Demographics of the two target groups are presented in Appendix XIII, along with 
results of the statistical comparisons.  These comparisons confirmed that the resulting control 
group was statistically indistinguishable from the target EAST group in terms of their ITBS 
reading and math pretest scores, gender, grade level distributions, or proportions of gifted and 

                                                
29 See summary of instruments in the next section. 
30 As defined above for the implementation study target schools. 
31 Excluding the Computation section. 
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special education students and English language learners (ELLs).32  However, there were 
significant differences between the two groups in terms of racial distributions and proportions of 
Title I eligible students, with the control group having slightly larger proportions of non-minority 
students (73% vs. 62%) and smaller proportions of African-American students (22% vs. 33%),33 
and slightly larger proportions of Title I eligible students (90% vs. 84%).34  Although these 
differences were statistically significant, the magnitudes of the differences between the groups 
were modest and seem unlikely to have a meaningful impact on the outcomes. 

 
Measures/Instruments 

Logic Model 
A detailed definition of the EAST program can be found in the logic model presented in 

Appendix I.  In this table, the first column (EAST Program Components) describes in detail the 
various characteristics of the EAST model, within each of the three environments in which 
EAST is conceived to take place: the physical environment, the educational environment, and the 
environment of expectations.  Included among these program components are descriptions of the 
ideal classroom setup, expected instructional methods and class and program management 
strategies, characteristics of student projects and work conditions, and classroom atmosphere or 
culture.  Although instructional methods and instructor strategies can be thought of as outcomes 
that are expected of the facilitators (as a result of training), they are included under program 
components because they are also among the aspects of the EAST model that are believed to 
make a critical contribution to student outcomes.  The second column of this table (Student 
Outcomes) describes the outcomes that the EAST program is believed to promote in 
participating students.  These are described in terms of the knowledge, skills, intellectual 
abilities, and attitudes that the program is believed to develop.  After each bullet in the Program 
Components section is a number or list of numbers that refer to the specific outcomes (from 
column 2) to which that component is believed to contribute. 

 
Column 3 (Outcome Variables) of this table shows a selected list of the variables that 

were examined during this study, horizontally aligned with the outcomes to which they relate.  
Each variable relates to the outcome with the same number that appears in the same row in 
column 2.  Finally, the last column (Measurement Instruments) indicates the measurement 
instrument that was used to assess each outcome variable.  Each measure relates to the variables 
and outcomes in the same row in columns 2 and 3. 

 
While the EAST program theory had already been well established at the beginning of 

the study, it had never been explicitly defined, nor had the linkages between program 

                                                
32 ITBS Reading: Independent Samples t-test  t =.416 p = .677 
ITBS Math: Independent Samples t-test  t =.492 p = .623 
Gender: Pearson Chi-square =.093, df = 1, p = .761 
Grade level: Pearson Chi-square = 2.378, df = 6, p = .882 
Gifted: Pearson Chi-square =.048, df = 1, p = .847 
Special Education: Pearson Chi-square =1.958, df = 1, p = .162 
ELL: Pearson Chi-square = .017, df = 1, p = .898 
33 Pearson Chi-square = 15.502, df = 4, p = .004 
34 Pearson Chi-square = 11.198, df = 1, p = .001 
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components and outcomes.  In order to better document these concepts and to help the evaluator 
develop a clearer understanding of the EAST model, a logic model was developed through 
collaboration between Metis, EAST, and ADE staff.  Creating the model was a complex and 
time-consuming process that involved extensive conversations between key stakeholders that 
necessitated repeated, iterative cycles of revisions in order to insure that it accurately reflected 
program theory and operationalized that theory in objectively measurable terms. 

 
The logic model was used throughout the evaluation to facilitate discussions on program 

capacity and growth as well as to develop instruments used in defining fidelity to the program 
(observation protocol), student satisfaction and perceptions (student survey), and recruitment and 
selection processes by school (recruitment survey).  Perhaps most importantly, development of 
the observation protocol relied heavily on the logic model in order to help create an indicator of 
program fidelity by school and facilitator.  Program components as defined in the logic model 
served as the first step in identifying the types of behaviors and activities which the observations 
would look for, while also serving as a focal point for refining the phrasing of the observation 
protocol, including the annotated version, which provided more specific information, 
clarification, and examples as to what constituted high fidelity and what was expected from an 
effective EAST program.  This information was invaluable to observers in the assigning of 
ratings (both overall and individual area) during observations.   

 
By making the program theory explicit, the logic model has proven valuable not only to 

the evaluation, but has become a living document which EAST staff continue to use to support 
their professional development and dissemination initiatives.  EAST staff are using the model to 
help familiarize school-based staff with program aspirations and goals, and to support their own 
“site health” observations through which EAST, Inc. staff monitor and support program 
implementation.  The process overall was universally seen as useful, effective, and crucial to the 
further development of the program and evaluation.   

 
Classroom Observations 

The model of an EAST program incorporates a broad range of dimensions, from the 
physical layout of the classroom, to the strength of the school’s connections to the community, to 
the facilitator’s expectations of each student’s ability to succeed.35  But it is the facilitators 
themselves and how they run their EAST classrooms—their approach to instruction, the nature 
of their interactions with students—that represent the most crucial aspects of the model and are 
the most important for obtaining fidelity of program implementation.  For this reason, 
observations of EAST classes were conducted as one of the primary measures of the fidelity with 
which the EAST program was being implemented in each school, with a focus on whether each 
facilitator was following what is expected of an “ideal facilitator.” 

 
In order to standardize the assessment of classroom implementation, the program 

components described in the logic model table were used as the basis for developing a classroom 
observation protocol that was also supported by an Annotated Guide designed to help clarify and 
operationalize the concepts that observers were asked to rate, and by Fidelity Observations 
Guidelines, which detailed the procedures which observers were expected to follow during the 

                                                
35 These dimensions are listed in the Program Components column of the logic model in Appendix I. 
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training, pilot testing, and formal observation phases.  (All three documents are shown in 
Appendix XIV.)  Trained observers used this protocol to rate the extent to which the observed 
classes and classrooms demonstrated each of 84 specific characteristics indicated by the logic 
model.  Each characteristic was rated on a 5-point scale, where 1 indicated that the characteristic 
was “not at all” demonstrated, and 5 indicated that it was demonstrated “to a great extent.”  
These classroom observations were conducted twice during each school year, in order to 
decrease the likelihood that a single observation might have caught the class on an atypical day, 
or that it might occur on a day when there is little observable interaction taking place between 
the facilitator and the students (a phenomenon that is somewhat unique to EAST, due to the 
expectation that the facilitator “becomes ‘invisible’ when groups are facilitating themselves”). 

 
Because many of the expected instructional methods and strategies are highly contextual, 

and because crucial aspects of the program model cannot be observed directly, cannot be inferred 
from only one or two observations, or are not necessarily observable in any particular class 
session, simple passive observation over the course of four class sessions would not by itself be 
sufficient to provide a fair assessment of the fidelity of program implementation.  For example, 
while it is likely that the extent to which student projects are planned and organized by the 
students will be observable, it may not be possible to determine through passive observation 
whether the projects were selected by the students.  In addition, while the EAST model indicates 
that student projects should normally be selected by the students, the model also accounts for 
circumstances when it is acceptable or even preferable to assign a project.  For example, if a 
student is unable to identify a project even with extensive facilitation and guidance, it may be 
necessary to balance the benefits of a self-selected project with the harm that could be done if the 
student spends too much time floundering.  Similarly, if a project is suggested to the students by 
community members or other school faculty, it is sometimes necessary for facilitators to vocally 
champion these ideas and offer encouragement as a tactic to foster student selection and 
ownership.  For these reasons, the observations were followed by interviews of the facilitators 
that were designed to explore the background and history of the class and of any students with 
whom interactions were observed, and the facilitator’s plans for follow-through with those 
students.  This interview also provided the facilitator with an opportunity to explain the reasons 
for any observed interactions that appear to differ substantially from expected strategies.  The 
appropriateness of the facilitators’ reasons for such exceptions was then incorporated into the 
final observation ratings. 

 
Prior to using the classroom observation protocol to assess fidelity at participating target 

schools, the instrument was pilot tested through preliminary observations that were conducted in 
EAST classes in non-study schools in January 2005.  For this pilot-testing phase, simultaneous 
observations of the same class were conducted by the evaluator, the ADE Director of 
Technology Resources and Planning, and three EAST staff, including the National Director and 
two Site Health Coordinators.  The observers did not communicate with each other during the 
observations, and each one completed the observation protocol independently.  After the 
protocols were completed for each such joint observation, the observers compared their ratings 
and discussed reasons for any discrepancies; whenever possible, these debriefings took place 
before embarking on the next observation.  The evaluator monitored the level of interrater 
agreement after each observation, using two different consensus estimates (after Stemler, 2004), 
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one based on exact agreement and one on agreement within one scale point.36  While it was 
expected that agreement rates might be lower during the initial observations, during which the 
debriefing process served to calibrate observers’ interpretations of the ratings with each other, 
the plan was to repeat the process until an interrater agreement level of at least 90% was 
obtained.  A total of 11 EAST class sessions were observed by the group of five observers during 
the initial pilot process.  Once the desired level of reliability was obtained, observers would 
conduct observations of classes in the target schools individually.  At the beginning of the 2005-
2006 school year, in order to ensure that observers’ interrater reliability was still adequate, the 
first four observations of target schools conducted in October 2005 were conducted 
simultaneously by all three of the observers who would be responsible for the remaining 
observations that year (including the evaluator, the ADE Director of Technology Resources and 
Planning, and one of the EAST Site Health Coordinators). 

 
For the formal observations of target classes at the eight implementing schools, two 

EAST sections were observed at each school, and each school (and facilitator) was observed 
twice during each school year.  During the 2004-2005 school year, observations of Cohort 1 
classes at all eight schools were conducted in February 2005 and again in April 2005; each 
observation was conducted by one of the five observers who had been trained during the pilot 
testing.  In school year 2005-2006, target school observations were conducted in October 2005 
and April 2006.  The fall observations of Cohort 2 were conducted by three of the original five 
observers, including one member of the evaluation team, the EAST Director of Site Support, and 
the ADE Director of Technology Resources and Planning.  These three individuals observed the 
first four classes in the fall 2005 round of observations as a group in order to determine whether 
their interrater agreement levels remained satisfactory.  Once interrater agreement was 
confirmed, the evaluator’s scores were used for these four observations and the other two sets of 
observation scores were dropped from the database.  Spring observations were conducted 
individually by one of the five observers who had participated in the original training.37 
 

Because of concerns about the potential for bias from the observers from ADE and the 
EAST program, efforts were made to protect the integrity of the observational data by directly 
addressing that potential during the training process.  The first step was to develop explicit 
guidelines for all observers (see Appendix XIV), which all observers-in-training (including those 
affiliated with ADE and EAST) were required to review.  This document included warnings—
directed specifically towards observers affiliated with ADE and the EAST program—that it was 
“crucial that they remain constantly aware of any possible bias towards believing in the 
effectiveness of the program, and that they remain scrupulous about not allowing any such 
inclinations to influence their ratings.”  In order to minimize a possible source of motivation for 
such bias, observers were made aware that “any tendency to provide overly favorable—or overly 

                                                
36 Consensus estimates provide a measure of the extent to which the different observers are in agreement about the 
ratings.  Because the research team felt that exact agreement was an unnecessarily stringent criterion for an ordinal 
scale, agreement was also calculated based on the frequency with which observers’ ratings occurred within one scale 
point of each other.  As noted by Stemler (2004), this is a commonly used adjustment for relaxing the criterion of 
exact agreement when using an ordinal scale.  
37 Due to unavoidable scheduling conflicts, it was not possible to have the other two project personnel—the EAST 
National Director and the Director of Professional Development—participate in the fall 2005 verification of 
interrater agreement.  Nevertheless, these latter two observers were among the five who had initially established 
interrater agreement in January 2005. 
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unfavorable—ratings would have an unpredictable effect on the final assessment of program 
impact, since this ultimately depends not on absolute student performance but on students’ 
progress, which can not be determined in a single observation.”  The guidelines then emphasized 
that “the best way to assure an accurate assessment of the program’s impact is to provide 
accurate and objective ratings.”  These points were re-emphasized verbally during the training 
process, and the evaluator who conducted the training was convinced that the EAST observers 
understood and agreed with them.  In order to maintain the integrity of the ratings, all observers 
(from Metis, ADE, and EAST) reviewed the observation protocol, annotations, and guidelines 
prior to each new round of observations.  

 
Interrater Reliability.  As a result of the classroom observation training preceding the 

winter 2005 observations, very high interrater agreement rates were obtained.  Agreement was 
calculated based on the last six observations (following the five initial training observations).  
Each of the ten possible pairs of observers (five observers taken two at a time) achieved exact 
agreement (i.e., provided the same rating) on the overall fidelity ratings for at least four of the six 
observations.  Averaged across all observations for all pairs, this resulted in an exact agreement 
rate of 77% on Overall Fidelity.  Exact agreements for all ten observer pairs on each of the three 
Environment ratings and six sub-Environment ratings were also almost all 67% or higher.  As a 
result, among the Environment and sub-Environment ratings, the lowest overall exact agreement 
rates were 73% on Educational Environment and its three sub-Environment ratings (Instruction, 
Class/Project Management and Nature of Projects), and on two of the three sub-Environment 
ratings of Environment of Expectations (Classroom Culture and Student Work); while all 
remaining Environment and sub-Environment ratings (Physical Environment, Environment of 
Expectations, and its sub-Environment of Outlook for Overall Program Achievement) averaged 
80% agreement.  With interrater agreement defined as ratings that differ by no more than one 
scale point, 100% agreement was achieved by all ten observer pairs on all ten rating categories 
(including overall fidelity, the three environments, and the five aspects of the environments).  
Indeed, even across all 11 observations (including the first five “training” observations), all ten 
observer pairs achieved agreement within one scale point on at least 10 of 11 observations (91%) 
for all ten rating categories, with 100% agreement for all but five out of 100 (10 observer pairs x 
10 rating categories) comparisons.  These interrater agreements for all rating categories, both for 
exact agreements and for agreements within one point, are provided below.    
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Table 7 
January 2005 EAST Pilot Observations 

Interrater Reliability Based on Percent Agreement38 

Rating Scale Exact Agreement Agreement 
within One Point 

I.  Physical Environment 80% 100% 
II.  Educational Environment 73% 100% 

Instruction 73% 100% 
Class/Project Management 73% 100% 
Nature of Projects 73% 100% 

III.  Environment of Expectations 80% 100% 
Classroom Culture 73% 100% 
Outlook for Overall Program 
Achievement 80% 100% 

Student Work 73% 100% 
Overall Fidelity Rating 77% 100% 
 

Agreement rates from the fall 2005 observations were, not unexpectedly, slightly lower, 
since it had been almost a year since the training had taken place.  Nevertheless, interrater 
agreement among these three observers remained sufficiently high during the fall 2005 
observations that it was determined that retraining was unnecessary.  Specifically, exact 
agreement reached 83% for Physical Environment and Environment of Expectations, and while 
it was somewhat lower for Educational Environment and Overall Fidelity, their agreement within 
one scale point remained at 100% for all scales and subscales except Overall Fidelity, for which 
agreement was 83%.  These results are shown in the following table. 
 

                                                
38 Agreement is calculated as the percent of times that a pair of observers provided the same rating (left column) or 
ratings within one point (right column), averaged across the last six pilot observations and across all possible pairs 
among all five observers. 
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Table 8 
October 2005 EAST Observations 

Interrater Reliability Based on Percent Agreement39 

Rating Scale Exact Agreement Agreement 
within One Point 

I.  Physical Environment 83% 100% 
II.  Educational Environment 67% 100% 

Instruction 67% 100% 
Class/Project Management 83% 100% 
Nature of Projects 83% 100% 

III.  Environment of Expectations 83% 100% 
Classroom Culture 67% 100% 
Outlook for Overall Program 
Achievement 83% 100% 

Student Work 67% 100% 
Overall Fidelity Rating 67% 83% 

 
It is well known, however, that simple percent agreement can overestimate interrater 

reliability, since it does not account for the amount of agreement that would be expected by 
chance.  While this problem is less serious with scales containing more categories or levels, it 
nevertheless provides a more conservative assessment of reliability to use a measure that 
accounts for chance.  One measure that is commonly used for this purpose is Cohen’s Kappa 
(Cohen, 1960).  Although this statistic was originally developed for nominal scales and has also 
been noted to have its drawbacks, it is still recommended (e.g., Dewey, 1983) and is still 
commonly used (Bakeman, 2000).  It is particularly recommended when most observations fall 
into a single category (or a subset of possible categories), which inflates the percent-agreement 
statistic (Stemler, 2004).  This was the case both during the January 2005 pilot observations and 
during the first four observations during October 2005 that were used to re-check interrater 
reliability.  In the pilot observations, the vast majority of ratings fell within the top three points 
of the scale (98% overall, compared with 60% as would be expected by chance), while in the 
October 2005 observations, all ratings fell between 2 and 4.  While Kappa was developed for 
nominal scales, it provides an even more conservative estimate of reliability for ordinal scales, 
since it does not take into account the fact that two adjacent ratings demonstrate higher 
consensus than ratings at opposite ends of the scale.  In order to provide the most conservative 
estimate to ensure that our apparently high rater reliabilities were valid, we therefore re-
calculated our exact agreement reliabilities using Cohen’s Kappa.  The resulting Kappa values 
are presented in the tables below.40 
 

                                                
39 Agreement is calculated as the percent of times that a pair of observers provided the same rating (left column) or 
ratings within one point (right column), averaged across the first four target observations and across all possible 
pairs among all three observers. 
40 Kappa was calculated using Program for Reliability Assessment with Multiple Coders (PRAM) software from 
Skymeg Software (2002).  Retrieved on September 6, 2005, from 
http://www.geocities.com/skymegsoftware/pram.html 
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Table 9 
January 2005 EAST Pilot Observations 

Interrater Reliability Based on Cohen’s Kappa41 
Rating Scale Kappa 

I.  Physical Environment 68% 
II.  Educational Environment 59% 

Instruction 58% 
Class/Project Management 59% 
Nature of Projects 61% 

III.  Environment of Expectations 68% 
Classroom Culture 58% 
Outlook for Overall Program 
Achievement 68% 

Student Work 63% 
Overall Fidelity Rating 64% 

 
Table 10 

October 2005 EAST Pilot Observations 
Interrater Reliability Based on Cohen’s Kappa42 

Rating Scale Kappa 
I.  Physical Environment 67% 
II.  Educational Environment -5% 

Instruction 33% 
Class/Project Management 33% 
Nature of Projects 70% 

III.  Environment of Expectations 70% 
Classroom Culture 51% 
Outlook for Overall Program 
Achievement 33% 

Student Work 49% 
Overall Fidelity Rating 47% 

 
As the above tables show, after adjusting for chance,43 average Kappa values in January 

2005 ranged from 58% to 68% on all rating scales, with a reliability of 64% on Overall Fidelity.  
These results remain impressive, given that Kappa values above 60% may be considered 
“substantial” even for nominal scales (Landis and Koch, 1977).  However, interrater reliability 
was more problematic during the 2005-2006 school year among the three raters who conducted 
observations in that year.  In particular, rater reliability on the Environment of Expectations and 
Physical Environment, and on the Nature of Projects sub-scale of the Educational Environment, 
remained quite robust, at 67% to 70% above chance.  However, three scales reached only 
“moderate” agreement (Classroom Culture, Student Work and Overall Fidelity had Kappa values 

                                                
41  Cohen’s Kappa was calculated for the last six pilot observations for all five observers. 
42  Cohen’s Kappa was calculated for the first four observations for all three observers. 
43 The Kappa calculations indicate that the probability that the obtained concurrence of ratings for each scale 
occurred purely by chance ranged from 27% to 38%.  
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ranging from 47% to 51%), three demonstrated only “fair” agreement (Instruction, Class/Project 
Management and Outlook for Overall Program Achievement all had Kappa values of 33%), and 
one (Educational Environment) actually demonstrated a slightly lower percent agreement than 
would be expected by chance.  It should be noted, however, that while a sample of observations 
that fall into a subset of possible categories may inflate the percent agreement statistic, it has also 
been shown that range restriction relative to the variance in the population results in a reduction 
in interrater reliability (e.g. Sackett et al., 2002).  Thus, considering that the Kappa estimates are 
overly conservative for an ordinal scale and that their values may have been further deflated by 
range restriction, we felt that the moderate agreement level achieved for Overall Fidelity was still 
satisfactory for using this measure in analyses.   

 
Construct Validity.  As discussed previously, a consideration reflecting on the validity of 

the observation protocols is the fact that not all components of the model will be rated in any 
given observation.  This could occur if the activity that is observed in any given class session 
does not provide evidence relating to a particular component, or because the observer does not 
witness the relevant activity (or does not recognize its relevance).  While the first situation is 
unavoidable,44 the extent to which relevant activity is missed or misinterpreted can be minimized 
through training. 

 
On the observation protocol, each component rating scale included a response option of 

Don’t Know, to provide the observer with an option when no evidence relevant to a particular 
component was observed.  However, observers were instructed that they should never leave any 
ratings blank.  Thus, the proportion of missing ratings for each observer is relevant to the extent 
to which they employed the rating scales appropriately, while the extent to which the observers 
varied in the proportion of Don’t Know (or missing) ratings provides further evidence of 
interrater reliability.  In this case, however, the result of variations in the proportions of Don’t 
Know or missing ratings is also relevant to construct validity, since each rating scale actually 
represents slightly different constructs each time it is used if the program characteristics that it is 
based on are not always consistent.   

 
For the six pilot observations that the five observers conducted as a group in winter 2005, 

the following tables show the proportion of ratings from each observer that were scored as Don’t 
Know or left blank (missing).   
 

                                                
44 While direct observation provides many advantages in objectivity over self-report data, this represents one of its 
primary weaknesses, especially when resources are not sufficient for a large enough number of observations to 
provide a representative time sample. 
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Table 11a 
January 2005 Pilot Observations 

Observer Consistency in % of “Don’t Know” and Missing Ratings 
Physical Environment 

Measure Observer # Observations Mean SD F Sig. 
1 6 25.0% 0.00 
2 6 8.3% 12.91 
3 6 16.7% 17.08 
4 6 10.4% 14.61 
5 6 20.8% 10.21 

% Don’t Know 

Total 30 16.2% 13.19 

1.879 .145 

1 6 0.0% 0.00 
2 6 35.4% 32.03 
3 6 12.5% 15.81 
4 6 18.8% 40.12 
5 6 20.8% 39.26 

% Missing 

Total 30 17.5% 30.01 

1.126 .367 

 
Table 11b 

January 2005 Pilot Observations 
Observer Consistency in % of “Don’t Know” and Missing Ratings 

Educational Environment 
Measure Observer # Observations Mean SD F Sig. 

1 6 19.1% 10.59 
2 6 3.6% 6.08 
3 6 8.8% 5.20 
4 6 3.0% 4.69 
5 6 16.1% 3.89 

% Don’t Know 

Total 30 10.1% 8.95 

7.381 .000 

1 6 1.2% 2.20 
2 6 50.0% 12.21 
3 6 5.5% 4.60 
4 6 12.1% 16.33 
5 6 5.5% 4.60 

% Missing 

Total 30 14.8% 20.30 

26.012 .000 
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Table 11c 
January 2005 Pilot Observations 

Observer Consistency in % of “Don’t Know” and Missing Ratings 
Environment of Expectations 

Measure Observer # Observations Mean SD F Sig. 
1 6 13.5% 8.20 
2 6 7.1% 15.28 
3 6 13.5% 11.44 
4 6 1.6% 3.80 
5 6 16.7% 10.75 

% Don’t Know 

Total 30 10.5% 11.28 

1.956 .132 

1 6 3.2% 3.89 
2 6 44.4% 11.13 
3 6 6.3% 5.77 
4 6 5.6% 13.61 
5 6 2.4% 3.98 

% Missing 

Total 30 12.4% 18.23 

26.027 .000 

 
Table 11d 

January 2005 Pilot Observations 
Observer Consistency in % of “Don’t Know” and Missing Ratings 

Overall Fidelity 
Measure Observer # Observations Mean SD F Sig. 

1 6 18.3% 8.90 
2 6 5.0% 5.55 
3 6 10.7% 6.73 
4 6 3.4% 5.02 
5 6 16.7% 4.76 

% Don’t Know 

Total 30 10.8% 8.49 

6.615 .001 

1 6 1.6% 1.79 
2 6 47.2% 8.90 
3 6 6.3% 2.22 
4 6 11.1% 17.36 
5 6 6.2% 4.73 

% Missing 

Total 30 14.5% 18.91 

25.273 .000 

 
As the above data show, the proportion of program components within Physical 

Environment, averaged across all six pilot observations, that were rated as Don’t Know by each 
observer ranged from 8% to 25%, from 3% to 19% within Educational Environment, from 2% to 
17% within Environment of Expectations, and from 3% to 18% for Overall Fidelity.  These 
differences among observers were significant45 for the Educational Environment ratings, on 
which Observers 1 and 5 had larger proportions of Don’t Know ratings than any of the other 
three, and on Overall Fidelity, on which Observers 1, 3, and 5 rated more items as Don’t Know 
than Observers 2 or 4. 

 
Similarly, the proportion of program components for which the ratings were missing for 

each observer, within each of the three environments and the overall rating averaged across all 
six observations, ranged from 0% to 35%, 1% to 50%, and 2% to 44%, and 2% to 47%, 
                                                
45 Based on one-way Analysis of Variance (ANOVA). 
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respectively.  These differences among observers were statistically significant for all ratings 
except Physical Environment.  In all other ratings, Observer 2 clearly had the largest proportions 
of missing ratings. 

 
The proportions of ratings from each observer that were scored as Don’t Know or left 

blank during the fall 2005 group observations of the second cohort of EAST classes are 
summarized below. 

 
Table 12a 

October 2005 Group Observations 
Observer Consistency in % of “Don’t Know” and Missing Ratings 

Physical Environment 
Measure Observer # Observations Mean SD F Sig. 

1  4 15.6% 11.97 
2  4 0.0% 0.00 
5  4 25.0% 0.00 % Don’t Know 

Total 12 13.5% 12.45 

13.364 .002 

1  4 0.0% 0.00 
2  4 6.2% 7.22 
5  4 0.0% 0.00 

% Missing 

Total 12 2.1% 4.86 

3.000 .100 

 
Table 12b 

October 2005 Group Observations 
Observer Consistency in % of “Don’t Know” and Missing Ratings 

Educational Environment 
Measure Observer # Observations Mean SD F Sig. 

1  4 13.6% 9.21 
2  4 10.0% 4.33 
5  4 17.7% 5.43 % Don’t Know 

Total 12 13.8% 6.87 

1.348 .308 

1  4 1.4% 1.74 
2  4 1.8% 2.10 
5  4 0.9% 1.05 

% Missing 

Total 12 1.4% 1.57 

.290 .755 
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Table 12c 
October 2005 Group Observations 

Observer Consistency in % of “Don’t Know” and Missing Ratings 
Environment of Expectations 

Measure Observer # Observations Mean SD F Sig. 
1  4 3.6% 4.56 
2  4 2.4% 2.75 
5  4 4.8% 3.89 % Don’t Know 

Total 12 3.6% 3.59 

.391 .687 

1  4 0.0% 0.00 
2  4 0.0% 0.00 
5  4 0.0% 0.00 

% Missing 

Total 12 0.0% 0.00 

-- -- 

 
Table 12d 

October 2005 Group Observations 
Observer Consistency in % of “Don’t Know” and Missing Ratings 

Overall Fidelity 
Measure Observer # Observations Mean SD F Sig. 

1  4 11.3% 8.10 
2  4 7.1% 2.92 
5  4 15.2% 4.50 % Don’t Know 

Total 12 11.2% 6.12 

2.054 .184 

1  4 0.9% 1.14 
2  4 1.8% 2.06 
5  4 0.6% 0.69 

% Missing 

Total 12 1.1% 1.39 

.765 .493 

 
As these tables show, the proportion of ratings that were left blank—an error in scoring 

procedure that was discussed among the observers after the January 2005 observations—
declined substantially, at least during pilot observations among these three observers, in October 
2005.  In addition, as a result of this correction, there were no significant differences among 
observers in the proportion of missing ratings.  While there was a significantly lower proportion 
of Don’t Know ratings on Physical Environment from Observer 2, this might have been true in 
part because this observer left items blank rather than scoring them as Don’t Know.  This raises a 
question as to whether Observer 2 was interpreting the observation scale constructs differently 
on these items. 

 
While these differences among observers raise concerns about interrater reliability and 

construct validity of the individual subscales, the problem appears to have been less severe 
during the Cohort 2 observations, which were used for the final outcome analyses.  In addition, 
the stronger reliability of the final fidelity ratings, as discussed in the previous section, provide 
reassurance that the broader program characteristics on which each observer was basing his or 
her ratings were nevertheless comparable within each observed session.  However, even where 
differences between observers were minimal, the relatively high proportions of missing or Don’t 
Know ratings which occurred in some cases might mean that the program characteristics 
(constructs) on which each session was rated were not always consistent from session to session. 
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Discriminant validity.  Related to the question of whether the observation ratings are 
reflecting the same construct for each observed session and for each observer, also of interest is 
whether each of the scales and subscales of the observation protocol are in fact measuring unique 
constructs, or whether the ratings for each subscale mostly reflect an overall fidelity construct.  
Pearson correlations among pairs of scores were conducted to determine the extent to which each 
scale varied independently of the others.   

 
Results of the scale correlations (presented in Appendix XV) demonstrate that the 

Physical Environment scale was the most clearly distinct from other scales and subscales.46  
Lending support to the instrument’s discriminant validity, correlations among subscales from 
different environments were generally somewhat lower than those among subscales from the 
same environment.  This distinction was not strong, however, and all scales and subscales (other 
than Physical Environment) were closely related to each other.47  

 
While these results indicate that the value of the observations for measuring discreet 

aspects of program fidelity may be limited, they also provide additional reassurance that, despite 
the number of missing and Don’t Know ratings, the constructs that are being rated are similar 
from observer to observer.   

 
End-of-Year Program Ratings 

Given the complexity of the facilitator-student dynamic and the large number of elements 
specified in the logic model that constitute program fidelity, it seems very likely that individual 
class observations may not provide opportunities to rate all aspects of program fidelity.  Indeed, 
this was underscored by the substantial proportions of missing and Don’t Know ratings on the 
observation forms.  For this reason, additional program ratings were obtained in order to 
supplement the formal observations with additional sources of information about program 
fidelity.   

 
In addition to the individual class observations, a number of other program-related 

activities take place throughout the year that provide the national EAST staff with opportunities 
to become more familiar with the EAST program and facilitator at each school.  These include 
periodic site health visits to EAST classrooms, training activities (for students, facilitators, and 
building administrators) and regional conferences, as well as ongoing correspondence and 
communications by email, telephone, and listserv.  An end-of-year rating form was created (see 
Appendix XVI) that enabled EAST staff to provide an overall rating of program fidelity for each 
of the eight experimental schools, based on the insights gained through these additional 
interactions.  This form was structured the same as the observation protocol, but was used to 
reflect all information about each instructor’s program implementation that the EAST staff could 
glean from their interactions with the facilitator throughout the entire year.   

 
In order to standardize this process, the facilitators at each school participating in the 

study all received the same number of site health visits during each year of the outcomes study.  
Ratings were completed via consensus among the three EAST staff members—including the 
                                                
46 Pearson correlations between the Physical Environment scale and all other scales ranged from .58 to .74; all 
correlations were statistically significant. 
47 Pearson correlations for all other scale pairs were above .80; all were statistically significant. 
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National Director, the Director of Professional Development and the Director of Site Support—
who conducted site visits during the year and who had the greatest contact with the school-based 
EAST staff through the above activities.  All three of these EAST staff were among the 
observers who were trained for the original classroom observations.  As was the case for the 
formal observation ratings, EAST staff were trained to base their end-of-year ratings on 
observable indicators of the facilitator’s understanding of program philosophy, strategies, 
instructional methods, and response to students’ progress, but not on the extent to which students 
were reaching their goals.  The importance of accurate ratings and the unpredictable nature of the 
effects of ratings bias on evaluation outcomes were re-emphasized in order to help insure 
objectivity in the ratings. 

 
Student Survey 

Several additional outcomes relating to student perceptions were measured less formally 
through a student survey that was developed collaboratively by EAST national staff, ADE staff, 
and the evaluator.  Student surveys (with slightly different versions administered to EAST and 
control students, as discussed below—see Appendix XVII) were administered in spring 2005 and 
spring 2006.  Because this survey was not formally pilot tested and validated, and because, in 
order to keep the paperwork burden on the students to a minimum, it was administered on a post-
only basis, it provides a less rigorous measure of program effects than the other instruments.  
Nevertheless, it does possess strong face validity and therefore provides valuable suggestive 
information about several important program characteristics.  The topics covered on the student 
surveys included the following: 

 
• Teachers’/Facilitators’ Instructional Style 

 
The approach which EAST facilitators take to instruction represents an important interim 

objective of the program and, as such, an important aspect of program fidelity.  While the 
Fidelity Observation Protocol included several sections relevant to this outcome (Rating II.A. 
Instruction; Rating II.B. Classroom Management; Subscale III.A. Classroom Culture), since the 
dynamic between the facilitator and student is such an important aspect of these outcomes, we 
felt that it would be instructive to ask the students themselves about their perceptions of their 
teachers and facilitators.  The EAST students were asked the extent to which they agreed with 
statements about their facilitator (1=strongly disagree, 5=strongly agree) such as “My EAST 
facilitator help(s) me learn how to solve my own problems in my class work,” “My EAST 
facilitator help(s) me feel comfortable working with other students who are different than me,” 
and “My EAST facilitator encourages me to do challenging class work or projects.”  In order to 
assess whether EAST facilitators were perceived differently from other teachers, control students 
were asked the same questions, but were asked to agree or disagree about these statements in 
reference to “most of my teachers.”48 

 
• Technology skills 

 

                                                
48 In order to keep the survey length reasonable, EAST students were not asked these questions about their own non-
EAST teachers; however, such comparisons were discussed during the focus group interviews. 
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Although the EAST model considers technology a tool rather than an end in itself, 
familiarity with the technological tools with which EAST students are equipped is important to 
the success of many types of projects and is integral to other student outcomes in the model, such 
as “Students develop solutions to community-based problems using emerging technology within 
the context of service learning projects.”  In order to determine whether EAST students had more 
exposure to various kinds of technologies and developed more skill in using them, the survey 
asked students to report their perceptions of their familiarity and skills with various common 
technologies (which most middle and high school students would be expected to encounter in the 
present day school environment), and with more specialized technologies which are 
representative of the tools which are provided through the EAST program and are probably less 
commonly encountered in classes outside of EAST . 

 
• Self-directed learning style 

 
“Self-directed, student-centered learning” is one of the four pillars of the EAST model, 

while “responsibility for self-directed learning” is one of the primary objectives of the model’s 
environment of expectations.  The student survey tapped into possible differences between 
EAST and control students’ learning styles in the context of completing school projects by 
asking respondents whether they agreed with statements about issues such as the locus of 
responsibility for making sure that they learn and their teachers’/facilitator’s role in helping them 
complete a project.  

 
• Plans for after high school 

 
Finally, the EAST program is believed to build students’ motivation and confidence, 

including their inclination to “reflect on their abilities and set new goals for continuous personal 
improvement and contributions to society.”  This objective was assessed, in part, through survey 
questions about how much education EAST and control students expected to complete and how 
they expected to spend their time after leaving high school. 

 
Supplemental Recruitment Survey 

Because student participation in EAST is in almost all cases voluntary, and because the 
processes for recruitment and screening of students are locally defined and vary widely by 
school, the possibility arises that these processes could create substantial selection effects that 
would confound the study findings.  However, not all processes or policies that result in 
narrowing the field of EAST participants necessarily cause a selection effect.  Selective 
recruitment and screening that limit participation in the program to the population for which it 
was intended would not cause a selection bias, although it would be important to limit 
generalizations about the impact of the program on that population.  For example, while EAST is 
designed to develop characteristics such as ability to collaborate and willingness to work hard, 
program leadership believes that students must at least enter the program with a willingness to 
become hard-working collaborators in order to succeed in EAST.   

 
However, recruitment, screening, and selection policies that change the demographics of 

the population in other ways would run a considerable risk of introducing bias.  We compared 
the demographic characteristics of EAST students to non-EAST students in the same schools in 
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order to determine whether EAST students were representative of the population, or whether any 
differences from the school population were consistent with the population towards which the 
model is targeted.  To a large extent, however, the characteristics that the model defines as 
determining a student’s appropriateness for the program, while detectable by teachers who know 
the student well, are not limited to simple demographics or test scores that are easily 
documented.  Since it would have been prohibitively time consuming and intrusive to attempt to 
empirically measure all of the salient characteristics—which include hard-to-measure traits such 
as ability to work in an unstructured environment and comfort in a hands-on setting—it was 
determined that the best approach would be to document each school’s recruitment and screening 
policies and infer whether these policies could be expected to result in EAST classes that were 
consistent with the intended population.  This was accomplished by comparing the target 
schools’ policies to those that are recommended by the EAST model.  

 
The recruitment survey (Appendix XVIII) was administered to the principal and 

facilitator of each of the eight target EAST schools, to explore what characteristics were 
considered by the schools in the process of recruitment, screening, and/or placement.  For each 
of 26 character traits that might be expected to increase a student’s chance of success in the 
program, respondents were asked to indicate how important they felt the trait was to success in 
EAST; whether their school attempted to obtain students who possess the indicated 
characteristic, attempted to obtain diversity among EAST students in terms of the characteristic, 
or did not consider the trait as a factor during the recruitment, screening and selection process at 
their school; and, for characteristics they reported their school attempted to obtain in EAST 
candidates, how much of that characteristic a candidate for the EAST program should possess, 
according to their school’s policy.  Similarly, for each of 11 character traits that might hinder a 
student’s success in EAST, respondents were asked to indicate how important it was to a 
student’s success in EAST that they not possess the characteristic; whether their school 
attempted to obtain students who possess the indicated characteristic, attempted to obtain 
diversity among EAST students in terms of the characteristic, or did not consider the trait as a 
factor during the recruitment, screening, and selection process at their school; and, for 
characteristics they reported that their school attempted to obtain in EAST candidates, how much 
of that characteristic a candidate for the EAST program should possess, according to their 
school’s policy.49  Finally, the survey asked whether each school attempted to obtain students 
from specific demographic groups, or attempted to obtain diversity in terms of particular 
demographic characteristics.  While it is clear that the schools may not always be successful in 
obtaining a group of students with the characteristics that they seek, at the same time it is also 
certainly less likely that there is any systematic bias in that population if school policies actively 
seek to avoid such bias. 

 
A comparison of the consistency between principals’ and facilitators’ responses to these 

questions was used as a partial indicator, for formative evaluation purposes, of the quality of 
communications and program management efforts at each site.  The extent to which schools’ 
selection and screening criteria were found to be consistent with the model were included as an 
additional measure of fidelity of program implementation for the final outcome analyses.  Where 
substantive differences were found between facilitators’ and principals’ descriptions of their 
                                                
49 These last two ratings may seem counterintuitive in the context of hindering characteristics, but may be relevant 
for some schools that may offer the EAST program as an alternative for academically struggling students.   



49 

school policies, comparisons to the model were based on the responses from the individual who 
was reported (in the original principal and facilitator surveys) to make the final decision about 
placing students into EAST classes. 

 
Student Inventories 

An exhaustive search of the literature was conducted in order to identify published and 
previously validated instruments that could be used to assess some of the student characteristics 
and habits of mind (as discussed under Purpose of the Research above, and depicted in the Logic 
Model in Appendix I) that EAST is designed to develop and that are believed to contribute to 
academic and career success.  These areas were identified as those skills that EAST, Inc. and 
ADE staff consider to be among those that are most directly influenced by participation in 
EAST.  The skills of greatest interest, on which the instrument search focused, included critical 
thinking and life skills such as motivation, teamwork, cooperation, and problem solving.  The 
objective of the search was to identify instruments designed to measure the skills that had 
demonstrated at least minimum standards of reliability and construct validity, had the greatest 
face validity for measuring the skills that the EAST program strives to build, and had 
demonstrated sensitivity to instructional interventions (as opposed to measuring primarily 
developmental traits).  Because the assessments were to be administered on a pre-post (fall-
spring) basis, in order to minimize testing effects, it was also hoped that instruments could be 
found that had at least two alternate but comparable forms. 

 
As a result of this search, two published and validated student inventories were identified 

that assess two important characteristics that are influenced by EAST.50  The identified 
instruments included the Inventory of School Motivation (ISM), developed by Dennis M. 
McInerney (McInerney, 2004; McInerney et al., 2001; McInerney, 1998; McInerney et al., 
1997), and the Social Problem Solving Inventory for Adolescents (SPSI-A), developed by 
Marianne Frauenknecht and David R. Black (1995; 2003).  In order to minimize the addition to 
students’ already very full testing schedule, the instruments were modified slightly (with 
permission of the authors) to allow them to be administered in one sitting.  For the ISM, the 
modification involved selecting five subscales from the numerous options in the item bank that 
the author had developed.  These subscales were selected as having the strongest face validity for 
the objectives of the program and having demonstrated high reliability from past research.  For 
the SPSI-A, only those items comprising the Problem Solving Skills scale were used.  Because 
the SPSI-A was not being administered in whole, and because the research team was interested 
in looking at effects on individual subscales, the long version of the instrument, which has higher 
reliability at the subscale level, was used.  These excerpts utilized the most relevant portions of 
each instrument while still making it possible to administer both instruments in a single one-hour 
session.  Since the original inventories were not designed to be administered alongside each 
other, the possibility that the experience of completing one inventory might have an impact on 
responses to the other inventory was checked by randomizing the order in which the ISM and 
SPSI-A were administered to each student.  No significant differences were identified in the 

                                                
50 While these are certainly not the only traits that the program develops, nor are they necessarily the most important 
ones, it was simply impractical to attempt to measure all of the immediate outcomes identified in the program 
model—although several other outcomes, including self-directed learning style, career aspirations, and familiarity 
and skills with technology, were measured less formally on the student survey, discussed below.  
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inventory results based on testing order for either the treatment or control students, nor for any 
subpopulations. 

 
Validity and Reliability.  Development and validation studies of the original instruments 

conducted by the authors demonstrated strong psychometric properties for both the SPSI-A and 
ISM.  For the SPSI-A, content validation was achieved through screening for face validity by 
reviewers with expertise in social problem solving, item reduction through review of correlations 
between items and scale scores, and simplification of reading level compared to the adult version 
of the instrument from which it was derived.  Additional item analyses were conducted by 
evaluating reliability and inter-item correlations, and removing or replacing weakly correlated 
items.  For the scales used in the EAST study (the Problem Solving Skills Scale and its 
subscales), the resulting instrument demonstrated internal reliabilities ranging from .79 to .95, 
and stability coefficients over a two-week period ranging from .63 to .77.  Construct validity was 
further demonstrated through intracorrelations with another problem-solving measure, which 
correlated with the SPSI-A Problem Solving Scale at r = .73, and through concurrence with a 
measure of personal problems which showed that a person with higher problem-solving abilities 
(as measured on the SPSI-A) reported fewer personal problems.  Details of instrument 
development for the SPSI-A can be found in Frauenknecht and Black (1995) and are summarized 
in the table below. 

 
The ISM was designed as an exploratory instrument that provides an extensive item bank 

of questions relevant to motivation in cross-cultural contexts.  Individual items can be selected 
for use according to need, but the authors also provide several scales that were created through a 
priori alignment of content and validated through exploratory and confirmatory factor analyses, 
which have been conducted in several studies in diverse populations, especially focusing on at-
risk academic performance.  These studies have developed a variety of scales constructed 
through various combinations and permutations of the original items. 

 
A summary of the characteristics of the original ISM and SPSI-A instruments is 

presented in the table below.51  

                                                
51 Because of copyright restrictions for the SPSI-A, the Student Inventory form can not be publicly distributed and is 
not shown in the appendices.  Copies of the original instruments can be obtained from the authors. 
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Table 13 

Summary of Characteristics of the Original ISM and SPSI-A Instruments 
Reliability 

Scale 
Populations 

Tested 
Age  

Appropriateness Readability 
Domains/Subscales  

Used for EAST Study 
Test-Retest 
(Pearson’s r) 

Internal 
(Cronbach’s α)52 

SPSI-A 1,062 students, Midwest 
metro and rural high 
schools, mostly white 

Recommended for 
adolescents 
 
Pilot test mostly 9th & 
10th graders  

“Fog index” 
ranged from grade 
equivalent of 6.8 
to 9.0 

Problem-solving Skills 
  Problem Identification 
  Alternative Generation 
  Consequence Prediction 
  Implementation/Evaluation 
  Reorganization 

.77 (2 wks) 

.65 

.70 

.63 

.7253 
NA 

.94-.95 

.79-.92 

.85-.89 

.78-.90 

.84-.891 

.87 
ISM Total of 9,731 students 

across numerous studies 
of Anglo, migrant and 
aboriginal Australian, 
Navajo, American, 
Nepalese, African, 
Montagnais and Chinese 
students 

Test populations 
ranging from grade 7-
12 

NA Effort 
Social Concern 
Praise 
General Mastery  
General Social 

.79 (1 yr) 

.70 ( “  “) 
NA 
NA 
NA 

.70 - .79 

.65 - .72 

.72 - .84 

.71 

.74 

Sources: Frauenknecht & Black, 1995; McInerney, 2004; McInerney et al., 2001; McInerney, 1998; McInerney et al., 1997.

                                                
52 Values for ISM reflect American (including Anglo and Navajo), African and Chinese students and across all groups. 
53 In some assessments, Implementation/Evaluation and Reorganization were treated as a single subscale. 
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Because the demographics of the student population in the EAST study were 
considerably different from those of many of the populations that were used in the original 
development of the ISM and SPSI-A; because, in the case of the ISM, different studies often 
used variations of the motivation scales that were based on slightly different combinations of 
items; and because the SPSI-A was not administered in its entirety (only one of the three major 
scales was used) and the instruments were administered in tandem, it was felt that the 
psychometric properties of these instruments should be confirmed in the context in which they 
were used for this study.  Post hoc analyses of the EAST Student Inventory results were 
therefore conducted to determine whether the scales hung together as originally defined, and 
whether the instrument demonstrated acceptable reliability. 

 
In order to verify the integrity of the scales, confirmatory factor analyses54 were 

conducted on the responses from the fall 2005 Student Inventories.  Separate analyses were 
conducted on the ISM items and the SPSI-A items.  These analyses showed that responses from 
students in the EAST study were highly consistent with the original scale definitions, with items 
“behaving” as scales almost exactly as specified by the authors.  The only exceptions were as 
follows: 

 
SPSI-A: 

• The items from the Problem Identification (PID) and Alternative Generation (ALT) 
scales behaved as a single scale.  

• One item that was originally defined as part of the PID scale (“When I have a problem, I 
examine the things that surround me which may cause the problem”) was associated 
more strongly with the Consequence Prediction (CON) scale. 

• The items from the CON scale and most of the items from the Evaluation (EVAL) scale 
behaved as a single scale. 

• One of the items from the original EVAL scale (“After carrying out a solution to the 
problem, I decide what went right and what went wrong”) was associated more strongly 
with the Reorganization (REO) items, and another (“I often solve my problems and 
achieve my goals”) was associated more strongly with the Implementation (IMP) items. 
 

ISM: 
• One of the items from the original Effort (EFF) scale (“I don’t mind working a long time 

at schoolwork that I find interesting”) was not clearly associated with any scale. 
• One of the items from the original General Mastery (GMA) scale (“I am most motivated 

when I am solving problems”) was not clearly associated with any scale. 
• Two of the items from the original General Social (GSO) scale were more strongly 

associated with the Social Concern Scale. 
 

Detailed results from the factor analyses are presented in Appendix XIX. 
 

                                                
54 Using Maximum Likelihood method with Varimax rotation and Kaiser normalization. 
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In addition to the factor analyses, the student inventories were also analyzed for internal 
consistency reliability.  These analyses were also conducted separately for the ISM items and the 
SPSI-A items.55  Results of these reliability analyses are presented in the tables below. 

 
Table 14 

Student Inventory—ISM Scales 
Internal Reliability Analyses 

Cronbach’s α Administration Scales All students Control Experimental 
Effort .825 .832 .813 
Praise .845 .856 .833 
Social Concern .703 .728 .680 
General Mastery .764 .749 .774 

Fall 2004 

General Social .727 .755 .699 
Effort .835 .811 .848 
Praise .809 .809 .806 
Social Concern .732 .704 .750 
General Mastery .809 .795 .814 

Spring 2005 

General Social .762 .740 .774 
 

Table 15 
Student Inventory—SPSI-A Scales 

Internal Reliability Analyses 
Cronbach’s α Administration Scales All students Control Experimental 

Problem Identification .781 .797 .762 
Alternative Generation .816 .839 .792 
Consequence Prediction .786 .793 .780 
Implementation .778 .785 .771 
Evaluation .778 .790 .763 
Reorganization .844 .850 .838 

Fall 2004 

Problem-solving Skills .945 .949 .942 
Problem Identification .868 .858 .875 
Alternative Generation .874 .856 .888 
Consequence Prediction .850 .840 .859 
Implementation .798 .765 .824 
Evaluation .846 .835 .850 
Reorganization .863 .853 .870 

Spring 2005 

Problem-solving Skills .964 .960 .967 
 
As the above data show, the scales of the ISM and SPSI-A that were used for the student 

inventories demonstrated internal reliability among control students as well as EAST participants 
that was quite comparable to the results reported by the authors.  Across all students, alpha 
values of the SPSI-A scales on the fall 2004 and spring 2005 administrations ranged from.78 to 
                                                
55 These analyses were conducted only on the Cohort 1 results. 
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.96, and for the IMS scales, from .70 to .84, indicating a degree of reliability that was clearly 
adequate for the research.  

 
One additional consideration relevant to the validity of the Student Inventories was 

brought to the evaluators’ attention during the spring 2006 student focus groups.  During this 
interview, several students stated that they believed that some of their peers were getting 
frustrated with the redundancy of completing the same inventory twice a year and what they 
perceived as redundancy in the questions, and had started responding randomly or making 
arbitrary patterns on the answer form.  While the consistency of the post hoc validation analyses 
with the authors’ original instrument development provided considerable reassurance that most 
students were not responding arbitrarily, the potential for such a response to invalidate the study 
results was serious enough to warrant additional examination of the data.   

 
In order to determine the extent to which this might have occurred, the fall 2005 

inventories were examined for visual and statistical evidence of random or arbitrary responses.   
 
The first step involved conducting statistical analyses to identify inconsistencies in a 

given student’s responses (e.g., one “agree” and one “disagree” response) to pairs of items which 
were believed to address the same or similar constructs.56  While a substantial proportion of 
respondents (33.3%) had at least one or two discrepant pairs on the SPSI-A, only a handful 
(1.3%) had more than three (out of a total of 13 identified pairs among the 32 inventory items).  
On the ISM, only 18% of respondents had at least one discrepant pair, and only 0.5% had more 
than two (out of a total of 8 identified pairs among the 27 inventory items).  It is perhaps not 
surprising that a small percentage of students might have an occasional set of responses that 
appear contradictory, perhaps due to fatigue or misreading a question, and we found it 
encouraging that only a very small proportion of respondents had significant numbers of 
inconsistent responses.  

 
While these results were encouraging, we recognized that if students were drawing 

geometric patterns on their answer keys (some of the focus group participants referred to 
students “Christmas tree-ing” their responses), these pairs analyses might not detect it, since 
similar items on these inventories were scaled in the same direction and tended to occur in close 
proximity (especially on the SPSI-A).  For this reason, all of the fall 2005 answer forms were 
also inspected visually.  Visual inspection entailed looking at the original answer forms to see if 
there appeared to be any regular geometric pattern in the response choices.  Based on the visual 
inspection, approximately 3% of the ISM and 4% of the SPSI-A inventories had what we 
considered to be flagrantly regular response patterns that we inferred to be arbitrary.   

 

                                                
56 It should be noted that these pairs were identified by the evaluator, not derived from lie scales created by the 
publishers.  Consider for example the following two items from the SPSI-A:  

a) “I decide if a problem is part of a larger, more complex problem that should be solved first.” 
b) “When I have a problem, I find out if it is part of a bigger problem that I should deal with.” 

While there are subtle construct differences between these two statements that a respondent may or may not discern, 
we believe that they are similar enough that we expected that a student providing thoughtful self-ratings would be 
very unlikely to describe one of them as being “true of me” and the other as “not at all true of me.” 
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While the results of these visual inspections raised somewhat greater concern than the 
item pair analyses, the overall proportion of flagged surveys remained reasonably low.  Given 
the strong results from other evidence of instrument validity and reliability discussed above, it 
was concluded that the likelihood that these response patterns might bias study results in a 
meaningful way seemed negligible. 

 
Iowa Tests 

While specific academic skills such as reading and mathematics are not explicitly 
targeted as immediate outcomes of the EAST program, increased motivation and the broader life 
skills such as problem solving and critical thinking which are explicitly targeted are also 
believed to play an important role in academic achievement (as well as promoting success in 
other areas of life), as discussed in the Research Context section of this report.  For this reason it 
was decided to monitor the program’s impact on primary academic indicators as well as the 
immediate outcomes assessed by the student inventories and surveys.  The Iowa Tests (Iowa Test 
of Basic Skills for grades 6-8 and the Iowa Test of Educational Development for the high school 
grades [ITBS/ITED]), developed at the University of Iowa College of Education and published 
by Riverside Publishing, Inc., were selected for this purpose.  Aside from the practical 
consideration that these tests were already being used in Arkansas as the state achievement tests, 
they offered several advantages that made them particularly appropriate for this study.   

 
• the Iowa Tests include levels that are specifically designed for a range of grades that is 

inclusive of the grades participating in the EAST study (6-12); 
• test results include a developmental standard score (DSS) that is vertically scaled across 

all grade levels of the ITBS and ITED; 
• each level has alternate forms, making it possible to administer fall-spring pre-post 

testing within the same year while minimizing the possibility of confounding the results 
due to testing effects; and 

• while some achievement tests generate scores that incorporate mechanical skills such as 
math computation and vocabulary, the core batteries of the ITBS/ITED generate scores 
that separate these from more conceptual skills.   
 
The ITBS and ITED are standardized, norm-referenced tests that include different 

literacy and mathematics sections that address higher order thinking skills, interpretation, 
classification, comparison, analysis and inference.  Among their intended purposes, the 
instruments include providing achievement information that makes it possible to monitor year-
to-year developmental differences.  The ITBS Reading Comprehension test consists of passages 
including fiction, fables, tales, poetry, interviews, diaries, biographical sketches, science and 
social studies materials, and other nonfiction.  Approximately two-thirds of the questions require 
students to draw inferences or to generalize about what they have read.  The ITED Reading 
Comprehension score provides information about the kinds of comprehension skills students are 
expected to continue to develop as they proceed through high school.   

 
The ITBS and ITED mathematics batteries include scales in concepts and estimation, 

problem solving and data interpretation, an optional computation scale, and a total score.  EAST 
program staff determined that this content is well aligned with the broader goals of the EAST 
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program, and the developers’ statement of intended purposes supports the use of the tests for the 
evaluation.   

 
Further evidence of the validity of the ITBS is based on subtest intercorrelations with the 

Cognitive Abilities Test, predictive association with future grades and test performance, studies 
of cognitive problem solving processes used to complete the test, and equating studies related to 
score meaning among others, was found to be very positive (Brookhart, 1998).  The ITED 
presents support for criterion and construct-related validity through evidence such as 
disattenuated correlations with the listening assessment (.68-.79 with the ITED composite), 
correlations between the complete battery and constructed response supplements (.60s to low 
.70s), and correlations with the other tests including the CogAT, and Work Keys, as well as for 
the American College Testing program (ACT), for which it was the model (Mehrens, 1998; 
Subkoviak, 1998).   

 
Utilizing the Kuder-Richardson Formula 20 (KR20), the ITBS was found to be highly 

reliable.  For levels 12 through 14 of the exam (grades 6 through 8), the ITBS had KR20 values 
ranging from .90 to .92 on the Reading Comprehension portion, and from .92 to .94 on the Math 
Total for Problems and Data Interpretation (excluding Computation) portion (Hoover, Dunbar, 
and Frisbie, 2001, pp. 24-26).  KR20 values for the ITED (grades 9-12) subtests are almost all in 
the .80s or .90s. 

 
The ITBS and ITED scores used for the EAST study included, from the mathematics 

batteries, the concepts and problem solving scores (excluding computation), and for the reading 
battery, the reading comprehension scores (excluding vocabulary).  These particular skills are 
better aligned with the goals of the EAST program than the more mechanical skills of 
computation and vocabulary. 

 
Facilitator and Student Focus Group Interviews 

The same focus group interviews that were conducted in the first year of the 
implementation study and were held in all three years also served to function (in the second and 
third years) to inform the outcomes study.  During the two years of the outcomes study, 
participants in the focus groups were selected from among the eight EAST study schools rather 
than from the population of all EAST programs in Arkansas.  While this may have made the 
interviews somewhat less generalizable to the state as a whole, it made the findings more directly 
relevant to the outcomes study.  Participants included the facilitators from all eight 
implementation schools in a single interview.  For the student focus groups, one to two students 
were selected from each school by their facilitator, and separate interviews were conducted with 
middle school and high school students.  The content of the focus groups was summarized in the 
discussion of the implementation study above. 

 
Procedures 

The table below summarizes the various data sources used and how the data obtained 
from each source related to the study’s research questions.  Data from program documentation, 
student surveys, student inventories, and the Iowa Tests were collected both for EAST and 
control students, while program-specific data sources (EAST classroom observations, end of 
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year program ratings, on-line principal and facilitator surveys, and supplemental recruitment 
surveys) were obtained for the eight implementing EAST schools. 
 

Table 16 
Overview of East Outcome Study 

Data Sources 
(Annual Administration Schedules) 
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Student attitudes   P P   P P  
Student skills and content knowledge   P P   P P P 
School support and culture   P P P  P   
Facilitators’ attitudes P P P P   P   
Facilitators’ practices P P  P P  P   
Program fidelity/implementation conditions P P P P P     
Other factors affecting outcomes (student 
demographics, locale, students’ # years in 
EAST, other exposure to learning, student 
training, etc.) 

     P P  P 

 
Although facilitator attitudes and practices are among the targeted outcomes of the EAST 

program, these factors are intermediate outcomes that are targeted by the program for the 
purpose of improving student outcomes.  In the context of this study, facilitator attitudes and 
practices were defined as components of overall program fidelity and treated as intermediate 
explanatory variables that might influence the extent to which the EAST program affects 
students’ attitudes and skills.  Another way of viewing this is that the EAST program may not be 
expected to accomplish what its developers expect unless it is being implemented correctly.   

 
The study methods and analyses were designed to determine the extent to which the 

EAST program influenced each of the following outcomes, after controlling for the effects of 
other possible factors.  The specific outcome variables that were explored in this study—from 
among those outcomes believed to be influenced by the EAST program (as outlined in the logic 
model, Appendix I)—and the instruments or data sources that were used to measure these 
variables are summarized in the table below.  
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Table 17 
EAST Outcome Study: 

Outcome Variables and How They Were Measured 
Variable Measurement Instrument/Source 

Academic performance – reading Spring ITBS/ITED: Reading Comprehension Score 

Academic performance – mathematics 
Spring ITBS Math Total Score (excluding Computation)/ITED Math 
Concepts & Problems Score 

Motivated to work hard Spring Student Inventory: ISM – Effort score 
Motivated by external praise57 Spring Student Inventory: ISM – Praise score 
Motivated to help others Spring Student Inventory: ISM – Social Concern score 
Motivated by accomplishment/achieving 
success Spring Student Inventory: ISM – General Mastery score 
Motivated by working in groups Spring Student Inventory: ISM – General Social score 
Problem solving skills Spring Student Inventory: SPSI-A – Problem Solving Skills score 
Skill at defining the characteristics of a 
problem 

Spring Student Inventory: SPSI-A – Problem Identification score 

Skill at identifying alternative solutions Spring Student Inventory: SPSI-A – Alternative Generation score 
Skill at predicting the outcomes of a solution Spring Student Inventory: SPSI-A – Consequence Prediction score 
Skill at creating strategies for implementing a 
solution 

Spring Student Inventory: SPSI-A – Implementation score 

Skill at assessing the outcomes of a solution Spring Student Inventory: SPSI-A – Evaluation score 
Skill at revising strategies in response to the 
assessment of outcomes 

Spring Student Inventory: SPSI-A – Reorganization score 

Self-directed learning style  Spring Student Survey: Learning Style composite score 
Motivation to pursue further learning Spring Student Survey: Plans for After HS composite score 

 
A number of “explanatory” factors were explored that might have an impact on any of 

the above outcomes.  These included characteristics of the student as well as characteristics of 
their school or classroom setting, and in both cases also included characteristics of the student’s 
experience (or absence thereof) in the EAST environment as well as factors that are not directly 
related to the EAST program.  These explanatory variables and the instruments or data sources 
that were used to measure them are summarized in the tables below.  

 

                                                
57 It would be expected that the EAST program would reduce the extent to which students are motivated by external 
praise. 


